
Notes on derived category
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ABSTRACT. In this note, we discuss basic theory of derived category following [Huy06].
After discussing some basic theories, we are interested to explore some of its appli-
cations in algebraic geometry.
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Disclaimer : I have started writing this note (around June 2020) for myself to learn
basic theories of derived category, triangulated category, Bridgeland stability con-
ditions, their connections with mathematical physics, and more importantly their
applications in various areas of algebraic geometry.

The present note is unorganized, incomplete, and may contains many inaccuracies
to be fixed. Almost everything discussed/written in this note are essentially copied
from [Huy06] with an aim to discuss them in a learning seminar within a small group
of interested people. Any suggestions to improve the exposition are welcome.

Update (July 25, 2020): Since the present note become quite long, I have decided to keep its
main focus on basic theories of derived category only. I have a plan to write a separate note
focusing on Bridgeland stability when we go into that topic in our discussion seminar.

Current version: https://arjunpaul29.github.io/home/notes/derived.pdf.

https://arjunpaul29.github.io/home/notes/derived.pdf
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0. INTRODUCTION

One of my preliminary motivation to start this series of discussions is to under-
stand stability condition in triangulated category as introduced by Tom Bridgeland
in his celebrated 2007 paper published in the Annals of Mathematics [Bri07]. I also
would like to learn some of its application in some other areas, like birational geom-
etry, mirror symmetry etc.

Bridgeland’s original motivation was to mathematically formulate the concept of
Π-stability in theoretical physics as formulated by Douglas. In physics, Π-stability
is something to relate a super-symmetric non-linear sigma model with a (2, 2) Super
Conformal Field Theory (SCFT). Let’s have a quick tour into an interesting intersection
of geometry and physics.

0.1. Motivation from modern physics. I am not an expert in mathematical physics,
but am interested to understand its relation with mathematics, in particular with
algebraic geometry. After exploring various available sources, what I initially found
and become interested in, are summarized below.

Let us start with a tailor of a largely speculating theory, known as mirror symmetry.
A super-symmetric non-linear sigma model consists of a complex Calabi-Yau variety
X = (M, I) admitting a Ricci flat Kähler form ω and a “B-field”. Let us explain the
terminologies:

• M is the underlined real manifold of X and I is a complex structure on it,
• the variety X is Calabi-Yau means that the canonical line bundle KX is trivial,
• the Kähler form ω is Ricci flat means that the curvature Fdet(∇ω) = 0, where

det(∇ω) is the connection on det(TX) induced by the Chern connection ∇ω

on TX with respect to the Kähler form ω, and
• that “B-field” is something mysterious.

In the context of SYZ mirror symmetry (an attempt to understand mathe-
matically original version of mirror symmetry in physics), a B-field should
be a class of a unitary flat gerbe, as suggested by Hitchin.

It is expected from physical ground that such a super-symmetric non-linear sigma
model should give us a (2, 2) Super Conformal Field Theory (SCFT). However, we don’t
know any precise mathematical formulation of (2, 2) SCFT, except for few cases!
Roughly, a (2, 2) SCFT is some physical theory that depends on both complex and
symplectic structures of varieties, and using topological twists one may separate its
parts:

• A-side: depend only on symplectic structure, and
• B-side: depend only on complex structure.
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In his famous ICM talk in 1994, Maxim Kontsevich proposed that the mathemati-
cal objects obtained from these topological twists should be in the derived category
of coherent sheaves on the B-side (algebraic side), and in the derived Fukaya cate-
gory of Lagrangian submanifolds on the A-side (symplectic side). Physically, objects
of these categories are considered to be boundary conditions, known as branes. In
this sense, Fukaya category is the category of A-branes and the derived category of
coherent sheaves is the category of B-branes.

Conjecture 0.1.1 (Kontsevich). If two super-symmetric non-linear sigma models (X,ω,B)

and (X ′, ω′, B′), as described above, defines mirror symmetric SCFTs, then there are equiva-
lences of categories:

Db(X) ' Db(Fukaya(X ′, ω′)) and Db(Fukaya(X,ω)) ' Db(X ′) .

This is mathematically quite vague because we don’t have precise mathematical for-
mulation of SCFT!

From mathematical point of view, Kontsevich’s Conjecture may be considered as
a definition of homological mirror symmetry. Two super symmetric non-linear sigma
models (X,ω,B) and (X ′, ω′, B′) are said to be homological mirror partner to each other
if there are equivalences of such derived categories.

Remark 0.1.2. I think, finding explicit examples of such homological mirror sym-
metric pairs of super-symmetric non-linear sigma models would be very difficult
problem. There is a notion of mirror symmetric varieties in SYZ sense, which identi-
fiesX andX ′ as dual to each other in an appropriate sense; see e.g., works of Hitchin,
Hausel-Thaddues, Donagi-Pantev etc. This notion is different from the notion of ho-
mological mirror symmetry.

We shall see from construction of Db(X) that the derived category Db(X) depends
only on complex/algebraic structure ofX , and soDb(X) keeps only half information
of the SCFT. Douglas argued that for any Ricci flat Kähler metric ω on X , there is a
subcategory of Db(X), whose objects are physical branes, and these subcategories
changes as the Kähler class ω moves in the stringy Kähler moduli.

To get an intuitive idea what this mathematically means, instead of looking at
whole Db(X), consider the abelian category Coh(X). Then a choice of Kähler class
(or polarization) singles out semistable and stable objects of Coh(X), and as we
change the polarization, the collection of stable/semistable objects changes. Thus,
there might be some way to encode more information of SCFT purely in terms of
triangulated category Db(X) together with some extra structure on it. In a series of
papers, Bridgeland set out to put these ideas on a mathematical setting and intro-
duced the notion of stability conditions on a triangulated category. He has shown that



Page 6 of 126 Notes on derived category

the space of such stability conditions forms an (infinite) dimensional manifold, and
this can be thought of an approximation of the stringy Kähler moduli space.

Mathematically, interesting point is that this new theory associates to a very alge-
braic object, like a triangulated category, a moduli space with meaningful geometric
structure.

Roughly, a stability condition on a triangulated category A is given by a heart H of
a bounded t-structure on A and an additive group homomorphism Z : K0(H)→ C,
called the “central charge”, satisfying Harder-Narasimhan property.

Well, enough introduction, and we shall see these later in detail! However, in
this note, we first set up some languages from category theory, and then discuss
basic theory of derived category with special emphasis on the derived category of
bounded complexes of coherent sheaves on smooth projective varieties, and related
geometries. The theory of Bridgeland stability conditions, mirror symmetry etc will
come as a separate note, where we shall use the theory of derived category discussed
here.
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1. SOME CATEGORY THEORY

Joke: Category theory is like Ramayana and Mahabharata — there are lots of arrows!

— Nitin Nitsure

1.1. Abelian category.

Definition 1.1.1. A category A consists of the following data:

(i) a class of objects, denoted Ob(A ),
(ii) for X, Y ∈ Ob(A ), a class of morphisms from X into Y , denoted MorA (X, Y ),

(iii) for each X, Y, Z ∈ Ob(A ), a composition map

MorA (X, Y )×MorA (Y, Z)→MorA (X,Z), (f, g) 7→ g ◦ f ,

which satisfies associative property: h◦(g◦f) = (h◦g)◦f , for all f ∈MorA(X, Y ),
g ∈MorA(Y, Z) and h ∈MorA(Z,W ), for all X, Y, Z,W ∈ Ob(A ).

A category A is said to be locally small if MorA (X, Y ) is a set, for allX, Y ∈ Ob(A ).
A category A is said to be small if it is locally small and the class of objects Ob(A ) is
a set.

Example 1.1.2. The category (Set), whose objects are sets and morphisms are given
by set maps, is a locally small, but not small. However, the category (FinSet), whose
objects are finite sets and morphisms are given by set maps, is a small category.

Two objects A1, A2 ∈ A are said to be isomorphic if there are morphisms (arrows)
f : A1 → A2 and g : A2 → A1 in A such that g ◦ f = IdA1 and f ◦ g = IdA2 .

Let A and B be two categories. A functor F : A → B is given by the following
data:

(i) for each X ∈ A there is an object F(X) ∈ B,
(ii) for X, Y ∈ A and f ∈ HomA (X, Y ), there is F(f) ∈MorB(F(X),F(Y )), which

are compatible with the composition maps.

A functor F : A → B is said to be faithful (resp., full) if for any two objects
A1, A2 ∈ A , the induced map

F : MorA (A1, A2) −→MorB(F (A1), F (A2))

is injective (resp., surjective). We say thatF is fully faithful if it is both full and faithful.

Let F ,G : A → B be two functors. A morphism of functors ϕ : F → G is given
by the following data: for each object A ∈ A , a map ϕA : F(A) → G(A) which
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is functorial; that means, for any arrow f : A → A′ in A , the following diagram
commutes.

(1.1.3)

F(A)
F(f)

//

ϕA
��

F(A′)

ϕA′

��
G(A)

G(f)
// G(A′)

Definition 1.1.4. A morphism f ∈ MorA (A,B) is said to be a monomorphism if for
any object T ∈ A and two morphisms g, h ∈ HomA (T,A) with f ◦g = f ◦h, we have
g = h.

A morphism f ∈ MorA (A,B) is said to be a epimorphism if for any object T ∈ A

and two morphisms g, h ∈MorA (B, T ) with g ◦ f = h ◦ f , we have g = h.

Given any two categories A and B, we can define a category Fun(A ,B), whose
objects are functors F : A → B, and for any two such objects F ,G ∈ Fun(A ,B),
there is a morphism set Mor(F ,G) consisting of all morphisms of functors ϕA : F →
G, as defined above.

Proposition 1.1.5. Let A and B be two small categories. Two objects F ,G ∈ Fun(A ,B)

are isomorphic if there exists a morphism of functors ϕ : F → G such that for any object
A ∈ A , the induced morphism ϕA : F(A)→ G(A) is an isomorphism in B.

Definition 1.1.6. A category A is said to be pre-additive if for any two objects X, Y ∈
A , the set MorA (X, Y ) has a structure of an abelian group such that the composition
map

MorA (X, Y )×MorA (Y, Z) −→MorA (X,Z),

written as (f, g) 7→ g ◦ f , is Z-bilinear, for all X, Y, Z ∈ A .

Notation. For any pre-additive category A , we denote by HomA (X, Y ) the abelian
group MorA (X, Y ), for all X, Y ∈ Ob(A ).

Let A and B be pre-additive categories. A functor F : A −→ B is said to be
additive if for all objects X, Y ∈ A , the induced map

FX,Y : HomA (X, Y ) −→ HomB(F(X),F(Y ))

is a group homomorphism.

Definition 1.1.7 (Additive category). A category A is said to be additive if for any
two objects A,B ∈ A , the set HomA (A,B) has a structure of an abelian group such
that the following conditions holds.

(i) The composition map HomA (A,B) × HomA (B,C) −→ HomA (A,C), written
as (f, g) 7→ g ◦ f , is Z-bilinear, for all A,B,C ∈ A .
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(ii) There is a zero object 0 in A , i.e., HomA (0, 0) is the trivial group with one ele-
ment.

(iii) For any two objects A1, A2 ∈ A , there is an object B ∈ A together with mor-
phisms ji : Ai → B and pi : B → Ai, for i = 1, 2, which makes B the direct sum
and the direct product of A1 and A2 in A .

Definition 1.1.8. Let k be a field. A k-linear category is an additive category A such
that for any A,B ∈ A , the abelian groups HomA (A,B) are k-vector spaces such that
the composition morphisms

HomA (A,B)×HomA (B,C) −→ HomA (A,C) , (f, g) 7→ g ◦ f

are k-bilinear, for all A,B,C ∈ A .

Remark 1.1.9. Additive functors F : A −→ B between two k-linear additive cate-
gories A and B over the same base field k are assumed to be k-linear, i.e., for any
two objects A1, A2 ∈ A , the map FA1,A2 : HomA (A1, A2) −→ HomB(F(A1),F(A2))

is k-linear.

Let A be an additive category. Then there is a unique object 0 ∈ A , called the zero
object such that for any object A ∈ A , there are unique morphisms 0→ A and A→ 0

in A . For any two objects A,B ∈ A , the zero morphism 0 ∈ HomA (A,B) is defined
to be the composite morphism

A −→ 0 −→ B .

In particular, taking A = 0, we see that, the set HomA (0, B) is the trivial group
consisting of one element, which is, in fact, the zero morphism of 0 into B in A .

Definition 1.1.10. Let f : A → B be a morphism in A . Then kernel of f is a pair
(ι,Ker(f)), where Ker(f) ∈ A and ι ∈ HomA (Ker(f), A) such that

(i) f ◦ ι = 0 in HomA (Ker(f), B), and
(ii) given any object C ∈ A and a morphism g : C → A with f ◦ g = 0, there is a

unique morphism g̃ : C → Ker(f) such that ι ◦ g̃ = g.

C
∃ ! g̃

ww
g

��

0

&&
Ker(f)

ι // A
f // B

The cokernel of f ∈ HomA (A,B) is defined by reversing the arrows of the above
diagram.

Definition 1.1.11. The cokernel of f : A → B is a pair (π,Coker(f)), where Coker(f)

is an object of A together with a morphism π : B → Coker(f) in A such that
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(i) π ◦ f = 0 in HomA (A,Coker(f)), and
(ii) given any object C ∈ A and a morphism g : B → C with g ◦ f = 0 in

HomA (A,C), there is a unique morphism g̃ : Coker(f)→ C such that g̃ ◦ π = g.

A
f //

0
&&

B

g

��

π // Coker(f)

∃ ! g̃
vv

C

Definition 1.1.12. The coimage of f ∈ HomA (A,B), denoted by Coim(f), is the cok-
ernel of ι : Ker(f) −→ A of f , and the image of f , denoted Im(f), is the kernel of the
cokernel π : B −→ Coker(f) of f .

Lemma 1.1.13. Let C be a preadditive category, and f : X → Y a morphism in C .

(i) If a kernel of f exists, then it is a monomorphism.
(ii) If a cokernel of f exists, then it is an epimorphism.

(iii) If a kernel and coimage of f exist, then the coimage is an epimorphism.
(iv) If a cokernel and image of f exist, then the image is a monomorphism.

Proof. Assume that a kernel ι : Ker(f) → X of f exists. Let α, β ∈ HomC (Z,Ker(f))

be such that ι◦α = ι◦β. Since f ◦(ι◦α) = f ◦(ι◦β) = 0, by definition of Ker(f)
ι−→ X

there is a unique morphism g ∈ Hom(Z,Ker(f)) such that ι ◦ α = ι ◦ g = ι ◦ β.
Therefore, α = g = β.

The proof of (ii) is dual.

(iii) follows from (ii), since the coimage is a cokernel. Similarly, (iv) follows from
(i). �

Exercise 1.1.14. Let A be an additive category. Let f ∈ HomA (X, Y ) be such that
Ker(f)

ι→ X exists in A . Then the kernel of ι : Ker(f)→ X is the unique morphism
0→ Ker(f) in A .

Lemma 1.1.15. Let f : X → Y be a morphism in a preadditive category C such that
the kernel, cokernel, image and coimage all exist in C . Then f uniquely factors as X →
Coim(f)→ Im(f)→ Y in C .

Proof. Since Ker(f) → X → Y is zero, there is a canonical morphism Coim(f) →
Y such that the composite morphism X → Coim(f) → Y is f . The composition
Coim(f) → Y → Coker(f) is zero, because it is the unique morphism which gives
rise to the morphism X → Y → Coker(f), which is zero. Hence Coim(f) → Y

factors uniquely through Im(f) = Ker(πf ) (see Lemma 1.1.13 (iii)). This completes
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the proof.

(1.1.16)

Ker(f) X Y Coker(f)

Coim(f) Im(f)

ι f

πι

πf

j

�

Definition 1.1.17. An abelian category A is an additive category such that for any
morphism f : A→ B in A , its kernel ι : Ker(f)→ A and cokernel p : B → Coker(f)

exists in A , and the natural morphism Coim(f) → Im(f) is an isomorphism in A

(c.f. Definition 1.1.12).

Example 1.1.18. (1) For any commutative ringAwith identity, the category ModA
of A-modules is an abelian category.

(2) Let X be a scheme. Let Mod(X) be the category of sheaves ofOX-modules on
X . Then Mod(X) is abelian. The full subcategory QCoh(X) (reps., Coh(X)) of
Mod(X) consisting of quasi-coherent (resp., coherent) sheaves ofOX-modules
onX , are also abelian. However, the full subcategory Vect(X) of Mod(X) con-
sisting of locally free coherent sheaves of OX-modules on X , is not abelian,
because kernel of a morphism in Vect(X) may not be in Vect(X).

1.2. Triangulated category. Let A be an additive category. A shift functor is an ad-
ditive functor

(1.2.1) T : A −→ A ,

which is an equivalence of categories. A triangle in (A , T ) is given by a diagram

(1.2.2) A −→ B −→ C −→ A[1] := T (A) ,

with objects and arrows in A . A morphism of triangles in (A , T ) is given by a com-
mutative diagram

(1.2.3)

A //

f

��

B //

g

��

C //

h
��

A[1]

f [1]

��
A′ // B′ // C ′ // A′[1]

where f [1] := T (f) ∈ HomA (A[1], A′[1]). If, in addition, f, g, h are isomorphisms
in A , we say that (1.2.3) is an isomorphism of triangles. We denote by A[n] the
object T n(A) ∈ A , and denote by f [n] the morphism T n(f) ∈ HomA (A[n], B[n]), for
f ∈ HomA (A,B).
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Definition 1.2.4. A triangulated category is an additive category A together with an
additive equivalence (shift functor)

(1.2.5) T : A −→ A ,

and a set of distinguished triangles

(1.2.6) A −→ B −→ C −→ A[1] := T (A) ,

satisfying the following axioms (TR1) – (TR4) below.

(TR1) (i) Any triangle of the form

A
IdA−→ A −→ 0 −→ A[1]

is a distinguished triangle.
(ii) Any triangle isomorphic to a distinguished triangle is distinguished.

(iii) Any morphism f : A −→ B can be completed to a distinguished triangle

A
f−→ B −→ C −→ A[1] .

(TR2) A triangle

A
f−→ B

g−→ C
h−→ A[1]

is distinguished if and only if

B
g−→ C

h−→ A[1]
f [1]−→ B[1]

is a distinguished triangle.
(TR3) Any commutative diagram of distinguished triangles with vertical arrows f

and g

(1.2.7)

A B C A[1]

A′ B′ C ′ A′[1]

f g ∃ h f [1]

can be completed to a commutative diagram (not necessarily in a unique way).
(TR4) (Octahedral axiom) Given any three distinguished triangles

A
u−→ B −→ C ′ −→ A[1]

B
v−→ C −→ A′ −→ B[1]

A
w−→ C −→ B′ −→ A[1]
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there is a distinguished triangle C ′ B′ A′ C ′[1] such that
the following diagram is commutative.

A B C ′ A[1]

A C B′ A[1]

B C A′ B[1]

C ′ B′ A′ C ′[1]

u

Id v Id

w

u Id u[1]

v

Id

This axiom is called “octahedron axiom” because of its original formulation:
given composable morphisms A u−→ B

v−→ C, with w := v ◦ u, we have the
following octahedron diagram.

C

B A′

A B′

C ′

v

.

u

w

.

. .

.

where any triangle of the form
Z

X Y

. are distinguished trian-

gles, and the arrow Z X. stands for Z −→ X[1].

Remark 1.2.8. A triangulated category need not be abelian, in general. In triangu-
lated category, distinguished triangles play the roles of exact sequences in abelian
categories. Examples of triangulated categories, we will be interested in, are derived
categories of abelian categories.

Definition 1.2.9. Let A and B be two triangulated categories. An exact functor of tri-
angulated categories A to B is a functor F : A −→ B such that for any distinguished

triangle A f−→ B
g−→ C

h−→ A[1] in A, there is an isomorphism F (A[1])
φ−→ F (A)[1]

such that

F (A)
F (f)

// F (B)
F (g)

// F (C)
φ◦F (h)

// F (A)[1]
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is a distinguished triangle in B. By a morphism of triangulated categories, we always
mean an exact functor between them.

Definition 1.2.10 (Adjoint functors). Let F : A −→ B be a functor between any two
categories. A functor G : B −→ A is said to be right adjoint to F , written as F a G, if
there is an isomorphism

(1.2.11) HomB(F (A), B) ∼= HomA(A,G(B)), ∀ A ∈ A, B ∈ B ,

which is functorial in both A and B.

Similarly, a functor H : B −→ A is said to be left adjoint to F , written as H a F , if
there is an isomorphism

HomB(B,F (A)) ∼= HomA(H(B), A), ∀ A ∈ A, B ∈ B ,

which is functorial in both A and B.

Remark 1.2.12. (1) Note that, G is right adjoint to F if and only if F is left adjoint
to G.

(2) If F a G, then IdF (A) ∈ HomB(F (A), F (A)) ∼= HomA(A, (G ◦F )(A)) induces a
morphism A −→ (G ◦ F )(A), for all A ∈ A. The naturality of this morphism
gives us a morphism of functors

IdA −→ G ◦ F .

Similarly, taking A = G(B) in (1.2.11), we get a morphism of functors

F ◦G −→ IdB .

In particular, if F andG are quasi-inverse to each other (in case of equivalence
of categories), then one is both left and right adjoint to the other one.

(3) Using Yoneda lemma, one can check that, left (resp., right) adjoint of a functor,
if it exists, is unique up to isomorphisms.

Proposition 1.2.13. Let F : D −→ D′ be an exact functor of triangulated categories. Let
G : D′ −→ D be a functor. If F a G, or G a F , then G is also exact.

1.3. Semi-orthogonal decomposition. LetD be a k-linear triangulated category. An
object E ∈ D is said to be exceptional if

(1.3.1) HomD(E,E[`]) =

{
k if ` = 0 ,
0 if ` 6= 0 .

An exceptional sequence in D is a sequence of exceptional objects E1, E2, . . . , En of D
such that HomD(Ei, Ej[`]) = 0, for all i > j and all `. In other words, if

(1.3.2) HomD(Ei, Ej[`]) =

{
k if i = j and ` = 0 ,
0 if i > j, or if ` 6= 0 and i = j .
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An exceptional sequence {Ei}ni=1 is said to be full if, as a triangulated category, D
is generated by {Ei}ni=1; i.e., if D ′ is a triangulated full subcategory of D containing
Ei, for all i = 1, . . . , n, then the inclusion morphism D′ ↪→ D is an equivalence of
categories.

Lemma 1.3.3. Let D be a k-linear triangulated category such that
⊕
i

Hom(A,B[i]) is a

finite dimensional k-vector space, for all A,B ∈ D. If E ∈ D is exceptional, then the objects⊕
i

E[i]⊕ni forms an admissible triangulated subcategories.

1.4. t-structure and heart. Let (A , T ) be a triangulated category. Let B be a subcat-
egory of A . For an integer n, we denote by B[n] the full subcategory of A , whose
objects are of the form X[n], with X ∈ B. In other words, B[n] = T n(B) ⊂ A .

Definition 1.4.1. Let A ≤0 and A ≥0 be two full subcategories of A . For an integer
n, let A ≤n := A ≤0[−n] and A ≥n := A ≥0[−n]. A t-structure on A is given by a pair
(A ≤0,A ≥0) of full subcategories of A satisfying the following axioms.

(t1) A ≤−1 ⊂ A ≤0 and A ≥1 ⊂ A ≥0.
(t2) For any X ∈ A ≤0 and Y ∈ A ≥1, we have HomA (X, Y ) = 0.
(t3) For any X ∈ A , there is a distinguished triangle

X0 −→ X −→ X1 −→ X0[1] ,

with X0 ∈ A ≤0 and X1 ∈ A ≥1.

In this case, the full subcategory A ≤0 ∩ A ≥0 of A is called the heart (or, core) of the
t-structure (A ≤0,A ≥0).

Example 1.4.2 (Standard t-structure on Db(X)). Consider the full subcategories

A≤0 := {E• ∈ Db(X) : Hi(E•) = 0, ∀ i > 0} and

A≥0 := {E• ∈ Db(X) : Hi(E•) = 0, ∀ i < 0}

of Db(X). The axiom (T1) is easy to see. To check axiom (T2), we need some nota-
tions. For an integer n ∈ Z, let D≤n(X) (resp., D≥n) be the full subcategory of Db(X),
whose objects are E• ∈ Db(X) satisfying Ei = 0, for all i ≤ n (resp., for all i ≥ n).
Consider the truncation functors

(1.4.3) τ≤n : Db(X) −→ D≤n(X) and τ≥n : Db(X) −→ D≥n(X)

defined by

τ≤n(E•) := (· · · → En−2 → En−1 → Ker(dnE•)→ 0→ · · · ), and

τ≥n(E•) := (· · · → 0→ Ker(dnE•)→ En → En+1 → · · · ) .
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where dnE• : En → En+1, and E• ∈ Db(X). Now take E• ∈ A≤0 and F • ∈ A≥1. If
f ∈ HomDb(X)(E

•, F •), then f factors as

E•

τ≤0

∼=

$$

f // F •

τ≤0(E•)
τ≤0(f)

// τ≤0(F •)

::

.

Since τ≤0(F •) = 0 in Db(X), we conclude that f = 0. Axiom (T3) follows from the
exact triangle

τ≤0(E•) −→ E• −→ τ≥1(E•) −→ τ≤0(E•)[1], ∀ E• ∈ Db(X) .

Thus (A≤0,A≥0) is a t-structure on Db(X), and the associated heart A≤0 ∩ A≥0 is
isomorphic to Coh(X).

The above mentioned t-structure on Db(X) is not interesting, and somehow use-
less. We shall be interested in some non-trivial t-structures on Db(X) giving more
interesting and useful hearts different from Coh(X).

The next proposition shows that, the truncation functors exists for general trian-
gulated category admitting a t-structure.

Proposition 1.4.4. Let ι : A ≥n → A (resp., ι′ : A ≥n → A ) be the inclusion functor. Then
there is a functor τ≥n : A → A ≥n (resp., τ≤n : A → A ≤n) such that for any X ∈ A and
Y ∈ A ≤n (resp., Y ∈ A ≥n), we have an isomorphism

(1.4.5) HomA ≤n(Y, τ≤n(X))
'−→ HomA (X, ι′(Y ))

(resp.,

(1.4.6) HomA ≥n(τ≥n(X), Y )
'−→ HomA (X, ι(Y ))

)
.

Lemma 1.4.7. Let (A ≤0,A ≥0) be a bounded t-structure on a triangulated category A .
ThenH := A ≤0 ∩A ≥0 is abelian.

Proof. Let H := A ≤0 ∩ A ≥0 be the heart of a bounded t-structure (A ≤0,A ≥0) on
D . �

Remark 1.4.8. If Db(A) ∼= Db(X) for some abelian subcategory A of Db(X), then A
is a heart of a t-structure on Db(X). However, the converse is not true, in general.

1.5. Tensor Triangulated Category.
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2. DERIVED CATEGORY

2.1. Category of complexes. Let A be an abelian category. A complex in A is given
by

(2.1.1) A• : · · · −→ Ai−1 di−1
A−→ Ai

diA−→ Ai+1 −→ · · · ,

where Ai are objects of A and diA are morphisms in A such that diA ◦ di−1
A = 0, for all

i ∈ Z. A complex A• in A is said to be bounded above (resp., bounded below) if there is
an integer i0 such that Ai = 0, for all i ≥ i0 (resp., if there is an integer j0 such that
Aj = 0, for all j ≤ j0). If A• is both bounded above and bounded below, we say that
A• is bounded.

A morphism f • : A• → B• between two complexes A• and B• of objects and
morphisms from A is given by a collection of morphisms {f i : Ai → Bi}i∈Z in A

such that the following diagram commutes.

(2.1.2)
· · · // Ai−1

di−1
A //

f i−1

��

Ai
diA //

f i

��

Ai+1
di+1
A //

f i+1

��

· · ·

· · · // Bi−1
di−1
B // Ai

diB // Ai+1
di+1
B // · · ·

Let Kom(A ) be the category, whose objects are complexes of objects and morphisms
from A , and morphisms are given by morphism of complexes, as defined in (2.1.2).
Denote by Kom−(A ), Kom+(A ) and Komb(A ) the full subcategories of Kom(A ),
whose objects are bounded above complexes, resp., bounded below complexes, resp.,
bounded complexes. Then we have the following.

Proposition 2.1.3. For any abelian category A , the categoriesKom(A ),Kom−(A ),Kom+(A )

and Komb(A ) are abelian.

Definition 2.1.4. For any complex A• ∈ Kom(A ) and k ∈ Z, we define its kth-shift to
be the complex A[k]• ∈ Kom(A ) satisfying

(i) A[k]i := Ak+i, for all i ∈ Z, and
(ii) diA[k]• := (−1)kdi+kA• : A[k]i −→ A[k]i+1, for all i ∈ Z.

Proposition 2.1.5. For any integer k, the kth-shift functor

Kom(A ) −→ Kom(A ) , A• 7−→ A[k]•

is an equivalence of categories.

Proof. Clearly, the (−k)th-shift functor A• 7−→ A[−k]• defines the inverse functor of
the kth-shift functor. �
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Remark 2.1.6. We shall see later that the category Kom(A ) together with the shift
functor do not form a triangulated category, in general. However, we shall construct
the derived category Db(A ) from Kom(A ), which will turn out to be a triangulated
category.

Given a complex A• ∈ Kom(A ), we define its ith cohomology sheaf

(2.1.7) Hi(A•) :=
Ker(diA•)

Im(di−1
A• )

∈ A , ∀ i ∈ Z .

A complex A• ∈ Kom(A ) is said to be acyclic if Hi(A•) = 0, for all i ∈ Z. Any
morphism f • : A• −→ B• of complexes gives rise to natural homomorphisms

(2.1.8) Hi(f) : Hi(A•) −→ Hi(B•) , ∀ i ∈ Z .

Let A and B be two abelian categories. Let

(2.1.9) F : A −→ B

be an additive functor. Then F induces a functor, also denoted by the same symbol,

(2.1.10) F : Kom(A ) −→ Kom(B)

defined by sending A• ∈ Kom(A ) to the complex F(A•), defined by

(i) F(A•)i := F(Ai), for all i ∈ Z, and

(ii) diF(A•) : F(Ai)
F (di

A• )
−→ F(Ai+1), for all i ∈ Z,

and for any morphism f • : A• −→ B•, we have a natural morphism of complexes

F(f •) : F(A•) −→ F(B•)

defined by F(f •)i := F(f i) : F(Ai) −→ F(Bi), for all i ∈ Z.

Definition 2.1.11. An additive functorF : A −→ B is said to be exact if it takes exact
sequence to exact sequence.

Remark 2.1.12. Note that F is exact if and only if for any acyclic complex A• ∈
Kom(A ), its image F(A•) ∈ Kom(B) is acyclic.

Since Kom(A ) is abelian for A abelian, we can talk about short exact sequences
in Kom(A ). Then by standard techniques from homological algebra, any short exact
sequence

(2.1.13) 0 −→ A• −→ B• −→ C• −→ 0

gives rise to a long exact sequence of cohomologies (which are objects of A )

(2.1.14) · · · −→ Hi(A•) −→ Hi(B•) −→ Hi(C•) −→ Hi+1(A•) −→ · · · , ∀ i ∈ Z .
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Definition 2.1.15. A morphism of complexes f • : A• −→ B• in Kom(A ) is called
quasi-isomorphism if the induced morphism

(2.1.16) Hi(f •) : Hi(A•) −→ Hi(B•)

is an isomorphism, for all i ∈ Z.

Example 2.1.17. Let X be a smooth projective k-variety and let E be a coherent sheaf
on X . Then we can find a finite resolution

0→ En → En−1 → · · · → E1 → E0 → E → 0 .

of E with Ei projective (locally free) OX-modules. (We can use this to study many
properties of E in terms of locally free coherent sheaves.) This gives rise to a mor-
phism of complexes

f • : (0→ En → En−1 → · · · → E1 → E0) −→ (· · · → 0→ E → 0→ · · · ),

which is a quasi-isomorphism.

2.2. What is a derived category? The main idea for definition of derived category is:
quasi-isomorphism of complexes should become isomorphism in the derived category. There-
fore, the derived categoryD(A ) is the localization ofKom(A ) by quasi-isomorphisms.
This can be done by passing to the appropriate homotopy category.

Theorem 2.2.1. Let A be an abelian category, and Kom(A ) the category of complexes in
A . Then there is a category D(A ), known as the derived category of A , together with a
functor

(2.2.2) Q : Kom(A ) −→ D(A )

such that:

(i) If f • : A• → B• in Kom(A ) is a quasi-isomorphism, then Q(f •) is an isomorphism in
D(A ),

(ii) if a functor F : Kom(A ) −→ D satisfies property (i), there is a unique functor F̃ :

D(A ) −→ D such that F̃ ◦Q ∼= F .

(2.2.3)
Kom(A )

Q //

F
$$

D(A )

∃ ! F̃||
D

Now we go ahead for construction of the derived category D(A ) of A . Since
we want any quasi-isomorphism C• → A• of complexes in Kom(A ) to become iso-
morphism in the derived category D(A ), any morphism of complexes C• → B•
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in Kom(A ) should give rise to a morphism A• → B• in Db(A ). This leads to the
definition of morphisms in Db(A ) as diagrams of the form

C•

qis

}} !!
A• B• ,

where “qis” stands for “quasi-isomorphism” of complexes. To make this more pre-
cise, we need to define when two such roofs should considered to be equal, and how
to define their compositions. Then natural context for both problems is to consider
the homotopy category K(A ) of complexes in Kom(A ), which is an intermediate
step for going from Kom(A ) to D(A ).

Kom(A )

++

Q // D(A )

K(A ) Q′

FF

Definition 2.2.4. Two morphisms of complexes f •, g• : A• → B• in Kom(A ) are said
to be homotopically equivalent, written as f • ∼ g•, if there is a morphism of complexes
h• : A• → B•[−1] such that f i − gi = hi+1 ◦ diA + di−1

B ◦ hi.

A• · · · Ai−1 Ai Ai+1 · · ·

B• · · · Bi−1 Bi Bi+1 · · ·

f•g•

di−1
A

f i−1gi−1

diA

f igi
hi

di+1
A

f i+1gi+1hi+1

di−1
B diB di+1

B

Let K(A ) be the category, whose objects are the same as objects of Kom(A ) and
morphisms are given by HomK(A )(A

•, B•) := HomKom(A )(A
•, B•)/ ∼, for allA•, B• ∈

Kom(A ).

Following proposition is an easy consequence of the above definition.

Proposition 2.2.5. (i) Homotopy equivalence of morphisms A• → B• of complexes is an
equivalence relation.

(ii) Homotopically trivial morphisms of complexes form an ‘ideal’ in the morphisms of
Kom(A ).

(iii) If f • and g• are two homotopically equivalent morphisms of complexes in Kom(A ),
then the induced morphismsHi(f •) andHi(g•) fromHi(A•) toHi(B•) coincides.

(iv) Let f • : A• → B• and g• : B• → A• be two morphisms of complexes. If f • ◦ g• ∼ IdB•
and g• ◦ f • ∼ IdA• , then f • and g• are quasi-isomorphisms, and Hi(f •)−1 = Hi(g•),
for all i ∈ Z.
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Now we complete the construction of derived category D(A ). Take Ob(D(A )) :=

Ob(Kom(A )). As discussed before, a morphism f : A• → B• in D(A ) is given by
equivalence class of roofs of the form

C•

qis

}} !!
A• B•

where C• qis−→ A• is a quasi-isomorphism of complexes in Kom(A ), and two such
roofs

C•1
qis

~~ !!

C•2
qis

~~ !!
A• B• A• B•

are considered to be equivalent if they are dominated by a third one of the same type

(2.2.6)

C•0

C•1 C•2

A• B•

qis qis

qis

qis

such that the above diagram commutes in the homotopy category K(A ). In par-
ticular, the compositions C•0 → C•1 → A• and C•0 → C•2 → A• are homotopically
equivalent. To define composition of morphisms in D(A ), consider two roofs

C•1
qis

~~ !!

C•2
qis

}} !!
A• B• B• C•

representing two morphisms in D(A ). It is natural to guess that, one should be able
to define their composition to be a morphism represented by ‘the’ following roof

(2.2.7)

C•0
qis

~~   
C•1

qis

~~   

C•2
qis

~~ !!
A• B• C• ,
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which commutes in the homotopy category K(A ). Now we need to ensure that
such a diagram exists uniquely, up to equivalence of roofs as defined in (2.2.6) (c.f.,
Proposition 2.2.12). For this, we need the concept of “mapping cone”.

Definition 2.2.8. The mapping cone of a morphism f • : A• → B• in Kom(A ) is a
complex C(f •) defined as follow:

C(f •)i = Ai+1 ⊕Bi and diC(f•) =

(
−di+1

A• 0
f i+1 diB•

)
, ∀ i ∈ Z .

Note that C(f •) is a complex. Moreover, there are natural morphisms of complexes

(2.2.9) τ : B• → C(f •) and π : C(f •)→ A•[1]

given by natural injection Bi → Ai+1 ⊕ Bi and the natural projection Ai+1 ⊕ Bi →
A•[1]i = Ai+1, respectively, for all i. Then we have the following.

(i) The composition B• τ−→ C(f •)
π−→ A•[1] is trivial. In fact,

0 −→ B•
τ−→ C(f •)

π−→ A•[1] −→ 0

is a short exact sequence in Kom(A ), and gives us a long exact sequence of
cohomologies

· · · → Hi(A•)→ Hi(B•)→ Hi(C(f •))→ Hi+1(A•)→ · · · .

(ii) The composition A•
f•−→ B•

τ−→ C(f •) is homotopic to the trivial morphism.
Indeed, take h• : A• −→ C(f •) to be morphism of complexes defined by the
natural injective morphism hi : Ai → C(f •)i−1 = Ai ⊕ Bi−1, for all i. Then we
have

hi+1 ◦ diA• + di−1
C(f•) ◦ h

i = τ i ◦ f i, ∀ i ∈ Z .

Remark 2.2.10. It follows from the above construction that any commutative dia-
gram of complexes

A•1 B•1 C(f •1 ) A•1[1]

A•2 B•2 C(f2) A•2[1]

φ

f•1

ψ

τ1 π1

φ[1]⊕ψ∃ φ[1]

f2 τ2 π2

can be completed by a dashed arrow as above (c.f., axiom (TR3) in Definition 1.2.4).

Proposition 2.2.11. Let f : A• → B• be a morphism of complexes and let C(f) be its
mapping cone. Let τ : B• → C(f) and π : C(f) → A•[1] be the natural morphisms as in
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(2.2.9). Then there is a morphism of complexes g : A•[1] −→ C(τ) which is an isomorphism
in K(A ) such that the following diagram commutes in the homotopy category K(A ).

B•
τ // C(f)

π //

ττ

##

A•[1]

g

��

−f // B•[1]

C(τ)

πτ
;;

Proof. Define g : A•[1] −→ C(τ) by setting

gi : A•[1]i = Ai+1 −→ C(τ)i = Bi+1 ⊕ Ai+1 ⊕Bi

to be the morphism gi = (−f i+1, IdAi+1 , 0), for all i. Clearly, g is a morphism of
complexes, and its inverse (in K(A )) is given by the morphism of complexes g−1 :

C(τ) → A•[1] defined by projection onto the middle factor. Clearly, πτ ◦ g = −f in
Kom(A ). However, the diagram

C(f)
π //

ττ ##

A•[1]

g

��
C(τ)

does not commute inKom(A ). We show that, π◦g ∼ ττ . For this, note that g−1◦ττ = π

in Kom(A ). Since g ◦ g−1 ∼ IdC(τ), we have ττ ∼ g ◦ π. This completes the proof. �

Now we use the above proposition to complete the proof of existence and unique-
ness of composition of morphisms in D(A ).

Proposition 2.2.12. Let f : A• → B• and g : C• → B• be morphism of complexes
with f a quasi-isomorphism. Then there is a complex C•0 together with a quasi-isomorphism
C•0 → C• and a morphism C•0 → A• such that the following diagram commutes in the
homotopy category K(A ).

C•0
qis //

��

C•

g

��
A•

f

qis
// B•

Proof. Note that, there is a natural morphism of complexes φi : C(τ ◦g)→ A•[1] given
by the natural projection

φi : C(τ ◦ g)i = Ci+1 ⊕ C(f)i = Ci+1 ⊕ Ai+1 ⊕Bi pr2−→ Ai+1 = A•[1]i

onto the middle factor, for each i. By Proposition 2.2.11, there is morphism of com-
plexes ψ : C(τ)

∼−→ A•[1] which is an isomorphism in K(A ). Then the following
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diagram is commutative in K(A ).

C•0 := C(τ ◦ g)[−1] //

φ[−1]

��

C•
τ◦g //

g

��

C(f)
ττ◦g // C(τ ◦ g)

φ

��
A•

f // B•
τ // C(f)

π // C(τ)
ψ

∼
// A•[1]

Define C•0 := C(τ ◦ g)[−1]. Since f is a quasi-isomorphism, it follows from the com-
mutativity of the above diagram that C•0 → C• is a quasi-isomorphism. �

Remark 2.2.13. Existence and uniqueness of composition of morphisms in D(A )

follows from the above Proposition 2.2.12 (c.f., diagram (2.2.7)). This completes the
construction of the derived category D(A ).

Proposition 2.2.14. The categories K(A ) and D(A ) are additive.

Proof. Let A•, B• ∈ Kom(A ). Since Kom(A ) is an abelian category, it follows from
Proposition 2.2.5 that the quotient

HomK(A )(A
•, B•) = HomKom(A )(A

•, B•)/ ∼,

is an abelian group. Thus K(A ) is an additive category.

To see D(A ) is an additive category, let f1, f2 ∈ HomD(A )(A
•, B•) be two mor-

phisms in D(A ) represented by following equivalence classes of roofs

C•1

qis

φ1

~~

ψ1

!!
A• B•

and C•2

qis

φ2

~~

ψ2

!!
A• B• ,

respectively. It follows from Proposition 2.2.12 that there is an object C• ∈ D(A )

and quasi-morphisms δi : C• → C•i , for i = 1, 2, such that the following diagram
commutes in the homotopy category.

(2.2.15) C•
δ2

qis
//

δ1qis

��

C•2

φ2

��
C•1

φ1

qis
// A•

Note that, both φ1 ◦ δ1 and φ2 ◦ δ2, are quasi-isomorphisms, and are equal in K(A ).
Let δ = φ1 ◦ δ1 = φ2 ◦ δ2 in K(A ). Then in D(A ), we can write

f1 + f2 = ψ1 ◦ φ−1
1 + ψ2 ◦ φ−1

2 = (ψ1 ◦ δ1 + ψ2 ◦ δ2) ◦ δ−1.

This defines f1 + g1 in D(A ). One can check that, f + g as defined above, is well-

defined in D(A ). Note that, the roof A• C•1
−φ1

qis
oo ψ1 // B• is the additive inverse of

f1 in D(A ). Now one can check that HomD(A)(A
•, B•) is an abelian group. �
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Definition 2.2.16. A triangle

A•1 −→ A•2 −→ A•3 −→ A•1[1]

in K(A ) (resp., in D(A )) is said to be a distinguished triangle if it is isomorphic in
K(A ) (resp., D(A )) to a triangle of the form

A•
f−→ B•

τ−→ C(f)
π−→ A•[1] ,

where f is a morphism of complexes with mapping cone C(f), and τ and π are
natural morphisms as defined in (2.2.9).

Proposition 2.2.17. The categories D(A ) and K(A ) together with the shift functor are
triangulated. Moreover, the natural functor Q : K(A ) −→ D(A ) is an exact functor of
triangulated categories.

Proof. Triangulated structure on both K(A ) and D(A ) are given by shift functor
A• 7→ A•[1] together with the collection of ‘distinguished triangles’ as defined above.
Verification of axioms (TR1) – (TR4) requires crucial use of mapping cone. �

Example 2.2.18. Let A = Vectfd(k) be the category, whose objects are finite di-
mensional k-vector spaces, and morphisms between objects are k-linear homomor-
phisms. Then D(A ) is equivalent to the category

∏
i∈Z A of graded k-vector spaces.

Note that, any complex of k-vector spaces A• ∈ D(Vectfd(k)) is isomorphic to its
cohomology complex

⊕
i∈Z

H i(A•)[−i] with trivial differentials. More generally, this

holds for any semisimple abelian category A (i.e., when A is abelian and any short
exact sequence in A splits).

Remark 2.2.19. Contrary to the category Kom(A ) of complexes in A , the derived
category D(A ) is not abelian, in general. However, D(A ) is always triangulated.
Db(A ) is abelian if and only if A is semisimple
(see https://math.stackexchange.com/questions/189769).

Corollary 2.2.20. (a) The functor Q : Kom(A ) −→ D(A ) identifies set underlying set
of objects of both categories (Apply property (ii) to the identity functor Kom(A ) →
Kom(A )).

(b) For any complex A• ∈ D(A ), its cohomology objects Hi(A•) are well-defined objects
in A . (This is because, quasi-isomorphisms of Kom(A ) turns into isomorphisms in
D(A ).)

(c) Considering A ∈ A as a complex A• ∈ D(A ) concentrated at degree zero only, gives
an equivalence between A and the full subcategory of objects of D(A ) withHi(A•) = 0

for i 6= 0.

Proposition 2.2.21. Let A be an abelian category and K(A ) its homotopy category. Let C

be any additive category.

https://math.stackexchange.com/questions/189769/when-is-the-derived-category-abelian
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(1) An additive functor F : K(A ) −→ C factors through an additive functor F̃ :

D(A ) −→ C if and only if F send quasi-isomorphisms to isomorphisms.
(2) Let B be an abelian category, and G : K(A ) −→ K(B) an additive functor which

maps quasi-isomorphism to quasi-isomorphism. Then G induces an additive functor
G̃ : D(A ) −→ D(B) such that the following diagram commutes.

K(A )
G //

QA

��

K(B)

QB

��
D(A )

G̃ // D(B)

Proof. If F : K(A )→ C sends quasi-isomorphisms to quasi-isomorphism, we define
F̃ : D(A ) −→ C by sending an object E• ∈ D(A ) to F (E•) ∈ C , and any morphism

f/φ : A• C•
φ

∼
oo f // B• in D(A ) to the morphism

F (f) ◦ F (φ)−1 : F (A•)
F (φ)−1

'
// F (C•)

F (f)
// F (B•).

in C . Converse follows from the construction of D(A ) and Theorem 2.2.1.

The second assertion follows by applying the first one to the composition F :

K(A )
G−→ K(B)

QB−→ D(B). �

2.3. Derived categories: D−(A ), D+(A ), and Db(A ).

Definition 2.3.1. LetKom∗(A ), with ∗ = +,−, or b, be the full subcategory ofKom(A ),
whose objects are complexesA• ∈ Kom(A ) withAi = 0 for all i� 0, i� 0, or |i| � 0,
respectively.

Note that, Kom∗(A ) is again abelian, for ∗ ∈ {+,−, b}. So following similar con-
struction (i.e., by dividing out first by homotopy equivalence, and then by localiz-
ing with respect to quasi-isomorphisms), we can construct a category, denoted by
D∗(A ). There is a natural forgetful functor

F∗ : D∗(A ) −→ D(A ),

which just forgets boundedness condition.

Proposition 2.3.2. The natural forgetful functor F∗ : D∗(A ) −→ D(A ), where ∗ = +,−,
or b, gives an equivalence of D∗(A ) with the full triangulated subcategories of all complexes
A• ∈ D(A ) withHi(A•) = 0, for i� 0, for i� 0, or for |i| � 0, respectively.
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To give an idea how this works, let A• ∈ Kom(A ) be such that Hi(A•) = 0, for
i > n. Then the commutative diagram

(2.3.3)

B• : · · · // An−2 // An−1 // Ker(dnA)
� _

��

// 0

��

// · · ·

A• : · · · // An−2 // An−1 // An // An+1 // · · ·

defines a quasi-isomorphism between a complex B• ∈ Kom−(A ) and A•. Similarly,
ifHi(A•) = 0 for i < m, then the commutative diagram

(2.3.4)

A• : · · · // Am−1 //

��

Am

��

// Am+1 // · · ·

C• : · · · // 0 // Coker(dm−1
A ) // Am+1 // · · ·

defines a quasi-isomorphism of a complex C• ∈ Kom+(A ) and A•. Similar idea
works for Komb(A ). However, one need to pass from Kom∗(A ) to the derived cate-
gory D∗(A ) by inverting quasi-isomorphisms. This needs some technical care.

Let A ⊂ B be full abelian subcategory of an abelian category B. Then there is an
obvious functor ι : D(A ) −→ D(B). One might expect that this is an equivalence
of D(A ) with the full subcategory DA (B) of D(B) consisting of objects E• ∈ D(B)

with Hi(E•) ∈ A , for all i ∈ Z. However, this is not true, in general. There are
several issues.

• DA (B) need not be triangulated!
• The functor ι is neither faithful nor full, in general.

However, the next proposition answers when the above expectation holds true. First,
we need a definition.

Definition 2.3.5. Let A be an abelian category. A thick subcategory of A is a full
abelian subcategory B ⊂ A of A such that for any short exact sequence (in A )

0→ A→ B → C → 0

with A,C ∈ B, we have B ∈ B.

Let E,F ∈ A . We say that F is embedded in E (or, F is a subobject of E) if there is a
monomorphism F → E in A . An object I ∈ A is called injective if the functor

HomA (−, I) : A −→ Ab

is exact.
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Proposition 2.3.6. Let A ⊂ B be a thick abelian subcategory of an abelian category B.
Assume that any object A ∈ A is a suboject of an object IA ∈ A , which is injective as an
object of B. Then the natural functor D(A ) −→ D(B) induces an equivalence

D∗(A ) −→ D∗A (B), where ∗ = + or b,

of D∗(A ) and the full triangulated subcategory D∗A (B) ⊂ D∗(B) of complexes with coho-
mologies in A .

P.S.: I have not seen similar statement for ∗ = ∅ or −.

Next, we want to get a computable description of Hom’s in the derived category.
In the next section, using derived functor, we show that

HomD(A)(A
•, B•[i]) = Exti(A•, B•), ∀ i .

3. DERIVED FUNCTORS

3.1. What is it? Let F : A → B be an additive functor between abelian categories.
We want to know when such a functor give rise to a natural functor between de-
rived categories. Note that, if F is not exact, then image of an acyclic complex
(Hi(A•) = 0, ∀ i) may not be acyclic. So to get a induced functor at the level of
derived categories, F should be exact.

Lemma 3.1.1. Let F : K∗(A) → K∗(B), where ∗ ∈ {∅,−,+, b}, be an exact functor
of triangulated categories. Then F induces a functor F̃ : D∗(A) → D∗(B) making the
following diagram commutative

K∗(A)
F //

��

K∗(B)

��
D∗(A)

F̃ // D∗(B)

if and only if one of the following (equivalent) conditions holds:

(i) F sends a quasi-isomorphism to a quasi-isomorphism.
(ii) F sends any acyclic complex to an acyclic complex.

However, if the functor F is not exact or F does not satisfies one of the equivalent
conditions in (i) and (ii) above, still there is a bit complicated way to induce a natural
functor between derived categories. This new functor is called the derived functor
of F , but they will not produce a commutative diagram as in the above lemma.
However, derived functor encodes more information about objects of the abelian
categories.
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To ensure existence of a derived functors, we need to assume some kind of ex-
actness of F . If F is left exact (resp., right exact), we generally get a right derived
functor (resp., let derived functor)

RF : D+(A) −→ D+(B) ( resp., LF : D−(A) −→ D−(B) ).

Both constructions are similar, and we only discuss the case of left exact functor.

Let F : A → B be a left exact functor of abelian categories. Assume that A has
enough injective (meaning that, for any A ∈ A, there is an injective object I of A
together with a monomorphism ι : A ↪→ I in A). Let IA ⊂ A be the full subcategory
ofA consisting of injective objects ofA. Note that, IA is additive, but not necessarily
abelian. However, the construction of homotopy category works for any additive
category. Therefore, K∗(IA) is defined, and is a triangulated category. Now the
inclusion functor IA ↪→ A induces a natural exact functor K∗(IA) −→ K∗(A), and
composing it with the exact functor QA : K+(A) → D+(A), we get a natural exact
functor K+(IA) −→ D+(A).

Proposition 3.1.2. The functor QA : K+(A) −→ D+(A) induces a natural equivalence of
categories ι : K+(IA) −→ D+(A).

Then we have the following diagram

K+(IA) �
� //

ι

((

K+(A)

QA
��

K(F )
// K+(B)

QB
��

D+(A)ι−1

aa

D+(B) .

where ι−1 is the quasi-inverse functor. Such a quasi-isomorphism (ι−1) is obtained
by choosing a complex of injective objects quasi-isomorphic to a given bounded be-
low complex in D+(A). Note that, the functor K(F ) is well-defined at the level of
homotopy category, because F is left exact and we are working with bounded below
complexes.

Definition 3.1.3. The right derived functor of a left exact functor F : A → B is the
functor

RF := QB ◦K(F ) ◦ ι−1 : D+(A) −→ D+(B) .

Proposition 3.1.4. (i) There is a natural morphism of functors

QB ◦K(F ) −→ RF ◦QA .

(ii) The right derived functor RF : D+(A) −→ D+(B) is an exact functor of triangulated
categories.
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(iii) Let G : D+(A) −→ D+(B) be an exact functor of triangulated categories. Then any
morphism of functors

QB ◦K(F ) −→ G ◦QA,
factorize through a unique morphism of functors RF −→ G.

Proof. (i) Let A• ∈ K+(A). Note that, QA(A•) = A•. Let I• := ι−1(A•) ∈ K+(IA).
Then the natural isomorphism of functors IdD+(A)

'−→ ι◦ι−1 gives rise to a func-
torial isomorphism A•

'−→ ι(I•) ∼= I•. Since I• is a complex of injective objects,
the above isomorphism in D+(A) gives rise to a unique morphism A• −→ I• in
the homotopy category K(A) by Proposition 3.1.13 (see below). Therefore, we
have a functorial morphism

K(F )(A•) −→ K(F )(I•) = RF (A•),

which gives the required morphism of functors.
(ii) Note that, K+(IA) is a triangulated category and ι : K+(IA) −→ D+(A) is an

exact equivalence of categories. Then ι−1 being the adjoint of ι, it is also exact
(c.f. Proposition 1.2.13). Now RF := QB ◦ K(F ) ◦ ι−1 being a composition of
exact functors, is exact.

(iii) See [GM03, III.6.11].

�

One can rephrase the Proposition 3.1.4 as a universal property to define derived
functor of a left exact functor as follow.

Definition 3.1.5 (Universal property of derived functor). Let F : A −→ B be a left
exact functor of abelian categories. Then the right derived functor of F , if it exists, is
an exact functor RF : D+(A) −→ D+(B) of triangulated categories such that

(i) there is a natural morphism of functors QB ◦K(F ) −→ RF ◦QA, and
(ii) for any exact functor G : D+(A) −→ D+(B), there is a natural bijection

Hom(RF,G)
'−→ Hom(QB ◦ F,G ◦QA) .

Definition 3.1.6. LetRF : D+(A) −→ D+(B) be a right derived functor of a left exact
functor F : A → B. Then for any complex A• ∈ D+(A), we define

RiF (A•) := Hi(RF (A•)) ∈ B , ∀ i ∈ Z .

The induced functors RiF : A −→ B given by composition

A ↪→ D+(A)
RiF−→ B

are known as higher derived functors of F .
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Given any A ∈ A, choosing an injective resolution

A −→ I0 −→ I1 −→ · · ·

we see that, RiF (A) = Hi(· · · → F (I0)→ F (I1)→ · · · ). In particular,

R0F (A) = Ker(F (I0)→ F (I1)) = F (A),

since F is left exact.

Definition 3.1.7. An object A ∈ A is called F -acyclic if RiF (A) ∼= 0, for all i 6= 0.

Corollary 3.1.8. With the above assumptions, any short exact sequence

0→ A→ B → C → 0

in A give rise to a long exact sequence

0→ F (A)→ F (B)→ F (C)→ R1F (A)→ R1F (B)→ R1F (C)→ R2(A)→ · · · .

To see how it works, note that any short exact sequence 0 → A
f→ B → C → 0

in A gives rise to a distinguished triangle A → B → C → A[1] in D(A). Again any
distinguished triangle A• → B• → C• → A•[1] in D(A) give rise to a long exact
sequence of cohomologies

· · · → Hi−1(C•)→ Hi(A•)→ Hi(B•)→ Hi(C•)→ Hi+1(A•)→ · · · .

Now the above corollary follows by considering the distinguished triangleRF (A)→
RF (B)→ RF (C)→ RF (A)[1] in D(B).

Example 3.1.9. Let A be an abelian category, and let Ab be the category of abelian
groups. Consider the covariant functor

HomA(A,−) : A −→ Ab.

Clearly, Hom(A,−) is left exact. If A contains enough injectives (for example, if A
is Mod(OX) or QCoh(X) for X a noetherian scheme; c.f., [Har77, Exercise III. 3.6]),
then we define

(3.1.10) Exti(A,−) := H i(RHomA(A,−)) .

Proposition 3.1.11. LetA be an abelian category with enough injectives, and let A,B ∈ A.
Then there are natural isomorphisms

ExtiA(A,B) ∼= HomD(A)(A,B[i]), ∀ i,

where A and B are considered as complexes in D(A) concentrated at degree 0 place.
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Proof. Let
B → I0 → I1 → · · ·

be an injective resolution of B in A. It follows from the construction of right derived
functor that RHom(A,B), as an object of D+(Ab), is isomorphic to the complex

Hom(A, I•) : Hom(A, I0)→ Hom(A, I1)→ Hom(A, I2)→ · · · .

Therefore, Exti(A,B) = H i(Hom(A, I•)).

Note that, a morphism f ∈ Hom(A, I i) is a cycle (i.e., f ∈ Ker(Hom(A, I i) →
Hom(A, I i+1))) if and only if f defines a morphism of complexes

f : A −→ I•[i].

This morphism of complexes f is homotopically trivial if and only if f is a boundary
(i.e., f ∈ image(Hom(A, I i−1)→ Hom(A, I i))). Therefore, we have

Exti(A,B) ∼= H i(Hom(A, I•)) ∼= HomK(A)(A, I
•[i]).

Since I• is a complex of injective objects, by Lemma 3.1.12 (see below) we have

HomK(A)(A, I
•[i]) ∼= HomD(A)(A, I

•[i]).

Since B ∼= I• in D+(A), we have Exti(A,B) ∼= HomD(A)(A,B[i]). �

Lemma 3.1.12. LetA be an abelian category with enough injectives. LetA•, I• ∈ Kom+(A)

be two bounded below complexes such that I i is injective, for all i. Then

HomK(A)(A
•, I•) = HomD(A)(A

•, I•).

Proof. Clearly, there is a natural morphism

HomK(A)(A
•, I•) −→ HomD(A)(A

•, I•) .

We need to show that given any morphism f ∈ HomD(A)(A
•, I•) represented by a

roof of the form
C•

qis

φ}}

ψ

!!
A•

ψ′
// I•

there is a unique morphism of complexes ψ′ : A• → I• making the above dia-
gram commutative in the homotopy category K(A). Now the result follows from
the Proposition 3.1.13 below. �

Proposition 3.1.13. Let A be an abelian category with enough injectives. Then for any
quasi-isomorphism φ : B• → A• in Kom+(A), the induced map

HomK(A)(A
•, I•) −→ HomK(A)(B

•, I•),

obtained by precomposing with φ, is bijective.
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Sketch of a proof. Complete the morphism φ : B• → A• to a distinguished triangle in
the triangulated
category K+(A). Applying the functor Hom(−, I•) and then taking the associated
long exact Hom(−, I•)-sequence, we see that it is enough to show that HomK(A)(E

•, I•) =

0, for any acyclic complex E•.

Next, we take any morphism of complexes f : E• → I•, and construct a homotopy
between f and the zero morphism. This can be done by induction. Assume that
hi : Ei → I i−1 is constructed by induction. If hj is constructed for all j ≤ i, then the
morphism

f i − di−1
I• ◦ h

i : Ei −→ I i

factors through Ei/Ei−1 −→ I i. Since I i is injective, this lifts to a morphism hi+1 :

Ei+1 −→ I i so that f i − di−1
I• ◦ hi = hi+1 ◦ diE• . Thus the induction works! �

Remark 3.1.14. In practice, we need to deal with many important abelian categories
without enough injective objects, or sometimes the functor F is defined at the level
of homotopy categories only. However, one can still construct derived functors in
that setup under certain assumption. Let us explain briefly.

Let A and B be abelian categories.

Case I. F is defined only at the level of homotopy category: let

(3.1.15) F : K+(A) −→ K(B)

be an exact functor of triangulated categories. Then the right derived functor

(3.1.16) RF : D+(A) −→ D(B)

of F satisfying the properties (i)–(iii) of Proposition 3.1.4 exists if there is a triangu-
lated subcategory KF ⊂ K+(A) adapted to F , meaning that KF satisfies the following
conditions:

(i) if A• ∈ KF is acyclic, then so is F (A•), and
(ii) any A• ∈ K+(A) is quasi-isomorphic to a complex in KF .

Roughly, with the above hypotheses (i)–(iii), we may localize the subcategoryK+(KF )

with respect to the quasi-isomorphisms of objects from KF to produce an equiva-
lence of categories K+(KF )qis

'−→ D+(A). Moreover, the functor K(F ) : K+(A) →
K+(B) give rise to a functor K+(KF )qis −→ K+(B). Then by choosing a quasi-
inverse of the above equivalence, we get the required derived functor D+(A) →
D(B).

Case II. F : A → B a left exact functor, but A has not enough injectives. In this
situation, we may construct the right derived functor of F by looking at the F -adapted
class of objects IF ⊂ A, which is defined by the following properties.
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(a) IF is stable under finite sums,
(b) if A• ∈ K+(A) is acyclic with Ai ∈ IF , for all i, then F (A•) is acyclic, and
(c) any object of A can be embedded inside an object of IF .

LetK+(IF )qis be the localization ofK+(IF ) by quasi-isomorphism of complexes with
objects from IF . Then the above hypotheses (a)–(c) gives rise to an equivalence of
categories

(3.1.17) ιq : K+(IF )qis
'−→ D+(A).

Then K(F ) : K+(A) → K+(B) induces a functor K(F )qis : K+(IF )qis → K+(B).
Now choosing a quasi-inverse ι−1

q of (3.1.17) and composing with QB ◦ K(F )qis, we
get the required right derived functor RF : D+(A)→ D(B) of F as discussed before.

The definition of Ext group as given in Example (3.1.9) can be generalized for
complexes as follow. Given A•, B• ∈ Kom(A), let Hom•(A•, B•) be the complex
defined by

(3.1.18) Homi(A•, B•) :=
⊕
j∈Z

Hom(Aj, Bi+j)

with the differential

d(f) := dB ◦ f − (−1)if ◦ dA, ∀ f ∈ Hom(A∗, Bi+∗) .

Aj
fji //

djA ��

Bi+j

di+jB��
Aj+1

fj+1
i // Bi+j+1

The complex Hom•(A•, B•) is known as the internal hom of A• into B•.

Note that, any A• ∈ Kom(A) gives rise to an exact functor

(3.1.19) Hom•(A•,−) : K+(A) −→ K(Ab), B• 7−→ Hom•(A•, B•) .

Let I ⊂ K+(A) be the full triangulated subcategory, whose objects are complexes I•

with I i injective object of A, for all i. Then I is F -adapted, where F = Hom•(A•,−),
as defined in Remark 3.1.14. Then the right derived functor

(3.1.20) RHom•(A•,−) : D+(A) −→ D(Ab) .

of Hom•(A•,−) exists. Then we define

(3.1.21) ExtiA(A•, B•) := H i
(
RHom•(A•, B•)

)
, ∀ i .

Now the proof of Proposition 3.1.11 can be modified to prove the following.
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Theorem 3.1.22. Let A be an abelian category with enough injectives, and let A•, B• ∈
Kom(A) be two bounded (or bounded below) complexes. Then there are natural isomor-
phisms of abelian groups

ExtiA(A•, B•) ∼= HomD(A)(A
•, B•[i]), ∀ i.

It follows from Theorem 3.1.22 that the abelian group ExtiA(A•, B•) depends on the
“isomorphism classes” of A• and B• in the derived category, not on the complexes.
If A•1

∼−→ A•2 is a quasi-isomorphism of complexes, then the induced morphism

RHom•(A•1, B
•) −→ RHom•(A•2, B

•)

is an isomorphism inD(Ab), because their cohomologies are isomorphic. Therefore,
the functor Hom•(−, B•) descends to the derived category to give a bifunctor

(3.1.23) D(A)op ×D+(A) −→ D(Ab) ,

which is exact in each variable.

Definition 3.1.24. An abelian category A is said to have enough projectives if for each
objectA ∈ A there is a projective object P inA together with an epimorphismA→ P

in A.

If the abelian category A has enough projectives, then for any complex B• ∈
Kom(A), the left exact functor

Hom•(−, B•) : K−(A)op −→ K(Ab)

admits a right derived functor

RHom•(−, B•) : D−(A)op −→ D(Ab) .

One can check that, this depends only on B• as an object of derived category. There-
fore, it defines a bifunctor

(3.1.25) D−(A)op ×D(A) −→ D(Ab) .

If A has enough injectives and enough projectives, both bifunctors in (3.1.23) and
(3.1.25) give rise to the same bifunctor

(3.1.26) RHom•(−,−) : D−(A)op ×D+(A) −→ D(Ab) .

Remark 3.1.27. If A has enough injectives, but not necessarily have enough projec-
tives, using (3.1.23) we can get the derived functor

(3.1.28) RHom•(−, B•) : D−(A)op −→ D(Ab) .

Note that, thanks to Theorem 3.1.22, composition of morphisms in the derived
category can be used to define composition for Ext groups:

(3.1.29) ExtiA(A•, B•)× ExtjA(B•, C•) −→ Exti+jA (A•, C•) ,
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for all A•, B•, C• ∈ D+(A). This follows because

ExtjA(B•, C•) ∼= HomD(A)(B
•, C•[j]) ∼= HomD(A)(B

•[i], C•[i+ j]) .

Proposition 3.1.30 (Grothendieck’s composite functor theorem). Let F1 : A → B and
F2 : B → C be left exact functors of abelian categories. Suppose that there are adapted classes
IF1 ⊂ A and IF2 ⊂ B for F1 and F2, respectively, such that F1(IF1) ⊆ IF2 . Then the derived
functors RF1 : D+(A) → D+(B), RF2 : D+(B) → D+(C) and R(F2 ◦ F1) : D+(A) →
D+(C) exists, and there is a natural isomorphism of functors

R(F2 ◦ F1)
'−→ RF2 ◦RF1 .

Proof. Clearly RF1 and RF2 exists by given assumptions (c.f., Remark 3.1.14). Since
F1(IF1) ⊂ IF2 , we see that IF1 is (F2 ◦F1)-adapted. Therefore, R(F2 ◦F1) exists. Then
the natural morphism of functors

(3.1.31) R(F2 ◦ F1) −→ RF2 ◦RF1

follows from the universal property of derived functor R(F2 ◦ F1) (c.f., Definition
3.1.5). To see (3.1.31) is an isomorphism, given any complex A• ∈ D+(A) we choose
a complex I• ∈ K+(IF1) quasi-isomorphic to A•. Then we have

(3.1.32) R(F2 ◦ F1)(A•) ∼= (K(F2) ◦K(F1))(I•)

and

(3.1.33) RF2(RF1(A•)) ∼= RF2(K(F1)(I•)) ∼= K(F2)(K(F1)(I•)) .

Now it follows from the natural isomorphism between (3.1.32) and (3.1.33) that the
morphism of functor in (3.1.31) is an isomorphism. �

Remark 3.1.34. If both A and B have enough injectives, then the hypotheses of the
above Proposition 3.1.30 are satisfied if F1(IA) ⊂ IB.

4. SERRE FUNCTOR

4.1. Abstract Serre functor. Let k be a field. Let A be a k-linear additive category.

Definition 4.1.1. A Serre functor on A is a k-linear equivalence of categories

S : A −→ A

such that for any two objects A,B ∈ A, there is a natural k-linear isomorphism

ηA,B : Hom(A,B) −→ Hom(B, S(A))∗,

which is functorial in both A and B. We write the induced k-bilinear pairing as

Hom(B, S(A))×Hom(A,B) −→ k , (f, g) 7−→ 〈f |g〉 .
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Proposition 4.1.2. Let A be a k-linear additive category together with a Serre functor S :

A → A. Then for any A,B ∈ A, the following diagram commutes.

(4.1.3) Hom(A,B)

SA,B
��

ηA,B // Hom(B, S(A))∗

Hom(S(A), S(B))
ηS(A),S(B) //

∃ η∗
B,S(A)

33

Hom(S(B), S2(A))∗

S∗
B,S(A)

OO

Proof. By abuse of notation, we denote by η∗B,S(A) the composite k-linear homomor-
phism

η∗B,S(A) : Hom(S(A), S(B)) ↪→ Hom(S(A), S(B))∗∗
η∗
B,S(A)−→ Hom(B, S(A))∗.

Therefore, it suffices to show that both upper and lower triangles in (4.1.3) com-
mutes. Note that, commutativity of upper triangle is equivalent to

〈f |g〉 = 〈SA,B(g)|f〉, ∀ f ∈ Hom(B, S(A)), g ∈ Hom(A,B) .

Applying functoriality of η in the second variable, we have the following commuta-
tive diagram.

(4.1.4) Hom(A,B)
ηA,B // Hom(B, S(A))∗

Hom(B,B)

−◦g
OO

ηB,B // Hom(B, S(B))∗

(S(g)◦−)∗

OO

Applying commutativity of (4.1.4) to IdB ∈ Hom(B,B) we have 〈f |g〉 = 〈S(g)◦f | Id〉.
Applying functoriality of η in the first variable, we have the following commutative
diagram

(4.1.5) Hom(B,B)

f◦−
��

ηB,B // Hom(B, S(B))∗

(−◦f)∗

��
Hom(B, S(A))

ηB,S(A) // Hom(S(A), S(B))∗ ,

which gives 〈(S(g) ◦ f)| IdB〉 = 〈S(g)|f〉. This completes the proof. �

Remark 4.1.6. In order to avoid trouble with identifying Hom(A,B) with its double
dual Hom(A,B)∗∗, we always assume that a k-linear additive category A has finite
dimensional Hom’s (i.e., dimk HomA(A,B) <∞, for all A,B ∈ Ob(A)).

Lemma 4.1.7. Let A and B be k-linear additive categories with finite dimensional Hom’s.
If A and B are endowed with Serre functors SA and SB, respectively, then any k-linear
equivalence F : A −→ B commutes with Serre functors (i.e., there is an isomorphism of
functors F ◦ SA ∼= SB ◦ F ).
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Proof. Since F is fully faithful, for any A,B ∈ Awe have a functorial isomorphism

Hom(A, SA(B)) ∼= Hom(F (A), F (SA(B))) and Hom(B,A) ∼= Hom(F (B), F (A)).

By definition of Serre functor, we have the following functorial (in both variables)
isomorphisms

Hom(A, SA(B)) ∼= Hom(B,A)∗ and Hom(F (B), F (A)) ∼= Hom(F (A), SB(F (B)))∗.

These gives a functorial isomorphism

Hom(F (A), F (SA(B)))
'−→ Hom(F (A), SB(F (B))).

Since F is essentially surjective, any object in B is isomorphic to an object of the
form F (A), for some A ∈ A. Hence the result follows from the above functorial
isomorphism. �

Proposition 4.1.8. Let A be a k-linear additive category. Then any two Serre functors on
A are isomorphic.

Proof. This follows from the definition of Serre functor and Yoneda lemma. �

4.2. Serre duality in Db(X). Let X be a smooth projective k-variety of dimension
n ≥ 1. Note that, for any locally free coherent sheaf E on X , the functor

−⊗ E : Coh(X) −→ Coh(X) , F 7−→ F ⊗ E

is exact. Let ωX be the dualizing sheaf on X . Let D∗(X) = D∗(Coh(X)), where
∗ ∈ {∅, b,−,+}. Consider the composite functor

(4.2.1) SX : D∗(X) D∗(X) D∗(X),
ωX⊗− [n]

where [n] : D∗(X) → D∗(X) is the n-th shift functor given by sending a complex E•

to E•[n]. Since both the functors ωX ⊗ − and [n] are exact, their composite functor
SX := ωX ⊗ (−)[n] is exact.

Theorem 4.2.2 (Grothendieck-Serre duality). Let X be a smooth projective variety over
a field k. Then the functor SX : Db(X) −→ Db(X) as defined in (4.2.1) is a Serre functor in
the sense of Definition 4.1.1.

Proof. Given any two objects E•, F • ∈ Db(X), we need to give an isomorphism of
k-vector spaces

(4.2.3) ηE•,F • : HomDb(X)(E
•, F •)

'−→ HomDb(X)(F
•, SX(E•))∗

which is functorial in both E• and F •. Thanks to Theorem 3.1.22, we have

HomDb(X)(E
•, F •[i]) = Exti(E•, F •), ∀ i .
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Since X is smooth and projective, choosing a resolution by complex of locally free
sheaves onX , we may assume thatEi is locally free, for all i. Then we have functorial
isomorphisms

Homi(E•, F •) =
⊕
j∈Z

Hom(Ej, F i+j) =
⊕
j∈Z

H0(X,Hom(Ej, F i+j))

∼=
⊕
j∈Z

Extn(F i+j, Ej ⊗ ωX)∗, by classical Serre duality theorem.

∼=
⊕
j∈Z

HomDb(X)(F
i+j, Ej ⊗ ωX [n])∗, by Proposition 3.1.11.

∼= Homn−i(F •, E• ⊗ ωX)∗.

Since for any two complexes A•, B•, we have

ExtiA(A•, B•) := H i
(
RHom•(A•, B•)

)
, ∀ i ,

the theorem follows. �

Remark 4.2.4. Theorem 4.2.2 is a special case of Grothendieck-Verdier duality (c.f.
Section §6.9). We shall see some interesting applications of the Serre functor ωX ⊗
(−)[n] on Db(X) in Section §8. For this, we need concept of local Hom complex, and
spectral sequences to be explained in the next two sections.

5. SPECTRAL SEQUENCE

5.1. What is it? In this subsection, we explain how spectral sequence occur when
we compose two derived functors. Let A be an abelian category.

Definition 5.1.1. A spectral sequence in A is given by a collection of objects

(Ep,q
r , En), n, p, q, r ∈ Z, r ≥ 1

and morphisms

dp,qr : Ep,q
r −→ Ep+r,q−r+1

r

satisfying that the following conditions.

(i) dp+r,q−r+1
r ◦dp,qr = 0, for all p, q, r. This yields a complex Ep+•r,q−•r+•

r , for all r ≥ 1.
(ii) There are isomorphisms

Ep,q
r+1
∼= H0(Ep+•r,q−•r+•

r ) ,

which are part of the data.
(iii) For any (p, q), there is an r0 such that dp,qr = dp−r,q+r−1

r = 0, for all r ≥ r0. In
particular, Ep,q

r
∼= Ep,q

r0
, for all r ≥ r0. This object is denoted by Ep,q

∞ .
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(iv) There is a decreasing filtration

· · · ⊂ F p+1En ⊂ F pEn ⊂ F p−1En ⊂ · · · ⊂ F 0En := En

such that
⋂
p∈Z

F pEn = 0 and
⋃
p∈Z

F pEn = En, and isomorphisms

Ep,q
∞
∼= F pEp+q/F p+1Ep+q.

Remark 5.1.2. If Ep,q
∞ = 0, for all p, q, then Ep+q = 0. This follows from property (iv).

Let us try to visualize a spectral sequence. In page E1, we have the following data.

Ep−2,q+1
1

// Ep−1,q+1
1

// Ep,q+1
1

// Ep+1,q+1
1 · · ·

Ep−2,q
1

// Ep−1,q
1

// Ep,q
1

// Ep+1,q
1 · · ·

Ep−2,q−1
1

// Ep−1,q−1
1

// Ep,q−1
1

// Ep+1,q−1
1 · · ·

In page E2, we have the following data.

Ep−2,q+1
2

**

Ep−1,q+1
2

**

Ep,q+1
2

))

Ep+1,q+1
2 · · ·

Ep−2,q
2

**

Ep−1,q
2

**

Ep,q
2

))

Ep+1,q
2 · · ·

Ep−2,q−1
2 Ep−1,q−1

2 Ep,q−1
2 Ep+1,q−1

2 · · ·

In some sense, the condition (iv) says that the objects Ep,q
r converges towards a sub-

quotient of certain filtration of En. Usually objects of one layer, say Ep,q
r with r fixed,

are given, and objects of the next layer can be obtained using (ii). It is enough to give
objects Ep,q

r with r ≥ m, for some m; the information is just the same. We express the
spectral sequence by writing

Ep,q
r =⇒ Ep+q.

In most of the applications, only Ep,q
r are given for r ≥ 2, and in most of the cases,

we don’t need to go beyond page E2 or E3.

Definition 5.1.3. A double complex K•,• is given by the following data: for each pair
of integers (i, j), an object Ki,j ∈ A and morphisms

di,jI : Ki,j −→ Ki+1,j and di,jII : Ki,j −→ Ki,j+1

such that
d2
I = d2

II = dIdII + dIIdI = 0.



A. Paul Page 41 of 126

...

��

...

��

...

��
· · · // Ki−1,j−1

di−1,j−1
I //

di−1,j−1
II

��

Ki,j−1
di,j−1
I //

di,j−1
II

��

Ki+1,j−1
di+1,j−1
I //

di+1,j−1
II

��

· · ·

· · · // Ki−1,j
di−1,j
I //

di−1,j
II

��

Ki,j
di,jI //

di,jII
��

Ki+1,j
di+1,j
I //

di+1,j
II

��

· · ·

· · · // Ki−1,j+1
di−1,j+1
I //

di−1,j+1
II
��

Ki,j+1
di,j+1
I //

di,j+1
II
��

Ki+1,j+1
di+1,j+1
I //

di+1,j+1
II
��

· · ·

...
...

...

The associated total complex K• := tot(K•,•) is defined by Kn :=
⊕

i+j=n

Ki,j with

differentials d = dI + dII .

The total complex K• = tot(K•,•) admits a natural decreasing filtration {F `Kn}`
given by

(5.1.4) F `Kn :=
⊕
j≥`

Kn−j,j ,

which satisfies dI(F `Kn) ⊂ F `Kn+1, for all n. Due to symmetry of the situation, there
is another such natural filtration.

Example 5.1.5. The complex Hom•(A•, B•) is an example of a total complex of the
double complexKi,j := Hom(A−i, Bj) together with the differentials dI = (−1)j−i+1dA
and dII = dB (there are different sign conventions in the literature; however one can
choose one sign convention, and final conclusion would be the same).

Definition 5.1.6. A filtered complex is a complex K• together with a decreasing filtra-
tion

· · · ⊂ F `Kn ⊂ F `−1Kn ⊂ · · · ⊂ F 0Kn := Kn, ∀ n,

such that dn(F `Kn) ⊂ F `Kn+1, for all n.
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· · · // Kn−1 // Kn // Kn+1 // · · ·

· · · // F `(Kn−1)
?�

OO

// F `(Kn)
?�

OO

// F `(Kn+1)
?�

OO

// · · ·

· · · // F `+1(Kn−1)
?�

OO

// F `+1(Kn)
?�

OO

// F `+1(Kn+1)
?�

OO

// · · ·
Consider the filtrations {F `Kn}` of the total complex K• = tot(K•,•) in (5.1.4). The
associated graded objects

gr`(Kn) := F `(Kn)/F `+1(Kn) = Kn−`,`

forms a complexK•,`[−`] (up to a global sign (−1)`). HenceHk(gr`(K•)) = Hk−`(K•,`),
for all `, and the cohomology of the complexHn

I (K•,•) := (Hn(K•,j))j∈Z, with respect
to dII , givesH`

II(Hk−`
I (K•,•)).

Assuming the following finiteness condition: for each n, there is `+(n) and `−(n)

such that F `Kn = 0, for all ` ≥ `+(n) and F `Kn = Kn, for all ` ≤ `−(n), one can
show that any filtered complex gives rise to a spectral sequence. In case of double
complex, we have the following.

Proposition 5.1.7. Let K•,• be a double complex such that for any n, Kn−`,` = 0, for
|`| � 0. Then there is a spectral sequence

Ep,q
2 := Hp

IIH
q
I(K

•,•) =⇒ Hp+q(K•).

Definition 5.1.8. Let A• ∈ K+(A). A Cartan-Eilenberg resolution of A• is a double
complex C•,• together with a morphism of complexes A• −→ C•,0 such that

(i) Ci,j = 0, for j < 0,
(ii) the sequences An → Cn,0 → Cn,1 → · · · are injective resolutions of An, and the

induced sequences

Ker(dnA)→ Ker(dn,0I )→ Ker(dn,1I )→ · · ·
Im(dnA)→ Im(dn,0I )→ Im(dn,1I )→ · · ·
Hn(A•)→ Hn

I (C•,0)→ Hn
I (C•,1)→ · · ·

are injective resolutions of Ker(dnA), Im(dnA) andHn(A•), respectively, and
(iii) any short exact sequences of the form

0→ Ker(di,jI )→ Ci,j → Im(di,jI )→ 0

split.

Proposition 5.1.9. If A has enough injectives, then any A• ∈ K+(A) admits a Cartan-
Eilenberg resolution.
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Theorem 5.1.10 (Grothendieck spectral sequence). LetA,B and C be abelian categories.
Let F1 : K+(A) −→ K+(B) and F2 : K+(B) −→ K(C) be exact functors. Suppose that
A and B contains enough injectives, and for any complex I• ∈ K+(A) of injective objects
from A, its image F1(I•) is inside an F2-adapted triangulated subcategory KF2 . Then for
any complex A• ∈ D+(A), there is a spectral sequence

(5.1.11) Ep,q
2 := RpF2(RqF1(A•)) =⇒ Ep+q := Rp+q(F2 ◦ F1)(A•) .

Proof. Note that, if F1 = Id, then for a left exact functor F : K+(A) → K+(B), the
above spectral sequence reads

(5.1.12) Ep,q
2 := RpF (Hq(A•)) =⇒ Ep+q := Rp+qF (A•) .

It follows from construction of derived functors that, given A• ∈ D+(A) isomorphic
to a complex I• ∈ K+(IF1), we have RF1(A•) ∼= F1(I•) and

(5.1.13) RpF2(RqF1(A•)) = RpF2(Hq(F1(I•))).

Since

Rn(F2 ◦ F1)(A•) = Hn(R(F2 ◦ F1)(I•)) ∼= Hn(RF2(RF1(A•))

∼= Hn(RF2(F1(I•))) ∼= RnF2(F1(I•)) ,(5.1.14)

using (5.1.13), the general case (5.1.11) follows from the special case (5.1.12) above.

Therefore, it suffices to prove the result with F1 = Id and F := F2. For this we need
an appropriate double complex, which is provided by a Cartan-Eilenberg resolution
of A•. Let C•,• be a Cartan-Eilenberg resolution of A•, and set K•,• := F (C•,•). Since
F is additive, it preserve direct sums, and since Ci,j ∼= Ker(di,jI ) ⊕ Im(di,jI ), we have
Hq
I(K

•,p) = FHq
I(C

•,p). Fixing q, and allowing p to vary, we see thatHq
I(C

•,p) defines
an injective resolution ofHq(K•,p) = Hq(A•). Then we have

Hp
IIH

q
I(K

•,•) = RpF (Hq(A•)).

Now applying spectral sequence in Proposition 5.1.7 and using the fact that the nat-
ural morphism A• −→ tot(C•,•) is a quasi-isomorphism, we see that

Hp+q(tot(K•,•)) = Hp+q(F (tot(C•,•)))

= Hp+q(RF (A•))

= Rp+qF (A•).

This completes the proof. �

Corollary 5.1.15. Let F : K+(A) −→ K+(B) be an exact functor admitting a right derived
functor RF : D+(A) −→ D+(B).
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(i) If RF (A) ∈ Db(B), for all A ∈ A, then RF (A•) ∈ Db(B), for all A• ∈ Db(A), and
hence RF induces a functor

RF : Db(A) −→ Db(B).

(ii) Suppose that A has enough injectives. If C ⊂ B is a thick subcategory with RiF (A) ∈
C, for all A ∈ A, and that there is an integer n such that RiF (A) = 0, for all A ∈ A.
Then the image of RF lands inside D+

C (B); i.e.,

RF : D+(A) −→ D+
C (B).

6. DERIVED FUNCTORS IN ALGEBRAIC GEOMETRY

6.1. Cohomology. Let X be a noetherian scheme defined over a field k. Then the
global section functor

(6.1.1) Γ : QCoh(X) −→ Vect(k), E 7→ Γ(X,E)

is left exact. Since QCoh(X) has enough injectives, the right derived functor (exact)

(6.1.2) RΓ : D+(QCoh(X)) −→ D+(Vect(k))

of Γ exists, and we define

(6.1.3) H i(X,E•) := RiΓ(E•) := Hi(RΓ(E•)), ∀ E• ∈ D+(QCoh(X)).

Classically, this is known as the hypercohomology of E•, and is denoted by Hi(X,E•).
For E ∈ QCoh(X), the above definition (6.1.3) gives the usual i-th cohomology
H i(X,E) of E, for all i ≥ 0. Since any complex of k-vector spaces splits, we have
an isomorphism (in D+(Vect(k)))

(6.1.4) RΓ(E•) ∼=
⊕
i

H i(X,E•)[−i], ∀ E• ∈ D+(QCoh(X)).

Since for any E ∈ QCoh(X), by Grothendieck’s theorem H i(X,E) = 0, for all
i > dim(X) (see [Har77]), applying the Grothendieck spectral sequence

Ep,q
2 := RpΓ(Hq(E•)) =⇒ Rp+qΓ(E•),

one can deduce that RΓ restrict to a functor

(6.1.5) RΓ : Db(QCoh(X)) −→ Db(Vect(k))

(Hint: If Ep,q
∞ = 0, for all p, q, then it follows from property (iv) of the spectral sequence

that Ep+q = 0; c.f., Corollary 5.1.15). The above functor (6.1.5) is exact because RΓ in
(6.1.2) is exact.

Next, we want to induce our derived functorRΓ at the level ofDb(X). Let Vectfd(k)

be the full subcategory of Vect(k), whose objects are finite dimensional k-vector
spaces. IfX is a proper k-scheme, by a theorem of Serre [Har77], for any E ∈ Coh(X)
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we haveH i(X,E) ∈ Vectfd(k). Since the category Coh(X) doesn’t have enough injec-
tives, we cannot directly get the right derived functor RΓ : Db(X) −→ Db(Vectfd(k))

of the left exact functor Γ : Coh(X) −→ Vectfd(k). Nevertheless, we can construct the
right derived functor, in this case, as the composition of the exact functors

(6.1.6) Db(X) −→ Db(QCoh(X))
RΓ−→ Db(Vect(k)).

Clearly, the image of the above composite functor lands inside Db(Vectfd(k)).

6.2. Derived direct image. Let f : X −→ Y be a morphism of noetherian schemes.
Then the direct image functor

(6.2.1) f∗ : QCoh(X) −→ QCoh(Y ), E 7→ f∗E

is left exact. Since QCoh(X) has enough injectives, the right derived functor

(6.2.2) Rf∗ : D+(QCoh(X)) −→ D+(QCoh(X))

of f∗ exists. In particular, Rif∗(E
•) := Hi(Rf∗(E

•)) ∈ QCoh(X), for all i. Thus,
Rif∗E ∈ QCoh(X), for all E ∈ QCoh(X). Since Rif∗(E) = 0 for all i > dim(X)

[Har77], by Corollary 5.1.15 (a) the functor Rf∗ restricts to an exact functor

(6.2.3) Rf∗ : Db(QCoh(X)) −→ Db(QCoh(Y )).

Next, we want to get our derived functor Rf∗ at the level of Db(X). Recall that,
Coh(X) is a thick full subcategory of QCoh(X), and the inclusion functor Coh(X) ↪→
QCoh(X) induces a natural fully faithful exact functor

(6.2.4) Db(X) −→ Db(QCoh(X)),

which gives an equivalence of categories

(6.2.5) Db(X)
'−→ Db

Coh(X)(QCoh(X)),

whereDb
Coh(X)(QCoh(X)) is the triangulated full subcategory ofDb(QCoh(X)), whose

objects are bounded complexes of quasi-coherent sheaves ofOX-modules on X with
coherent cohomology sheaves.

Proposition 6.2.6. If f : X −→ Y is a proper morphism of noetherian k-schemes, then
the right derived functor Rf∗ : Db(QCoh(X)) −→ Db(QCoh(Y )) restricts to give an exact
functor

(6.2.7) Rf∗ : Db(X) −→ Db(Y ).

Proof. Since f is proper, for anyE ∈ Coh(X), we haveRif∗E ∈ Coh(Y ), for all i. Then
by Corollary 5.1.15 (b), the image of the composite functor

(6.2.8) Db(X) −→ Db(QCoh(X))
Rf∗−→ Db(QCoh(Y )).
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lands inside Db
Coh(Y )(QCoh(Y )). Then choosing a quasi-inverse

Db
Coh(Y )(QCoh(Y ))

'−→ Db(Y )

of the exact equivalence in (6.2.5), which is exact, we get the desired functor (6.2.7).
This completes the proof. �

Proposition 6.2.9. Let f : X −→ Y and g : Y −→ Z be morphisms of noetherian k-
schemes. The natural isomorphism of functors (g ◦ f)∗ ∼= g∗ ◦ f∗ give rise to a natural
isomorphism of the corresponding derived functors

(6.2.10) R(g ◦ f)∗ ∼= Rg∗ ◦Rf∗ : Db(QCoh(X)) −→ Db(QCoh(Z)).

Proof. Recall that, an object E ∈ QCoh(X) is called flabby if the restriction morphism
E(X) −→ E(U) is surjective, for any open subset U of X . Note that, any injective
OX-module is flabby. Moreover, if E ∈ QCoh(X) is flabby, then for any morphism of
noetherian k-schemes f : X → Y , we have Rif∗(E) = 0, for all i > 0. Furthermore,
f∗(E) is flabby whenever E is flabby.

Let I ⊂ QCoh(X) be the full subcategory of injective OX-modules. Then I is
f∗-adapted (c.f., Remark 3.1.14) and f∗(I) is contained in the g∗-adapted full subcat-
egory of all flabby OY -modules. Hence the result follows. �

We can apply Grothendieck’s spectral sequence to get what is known as Leray
spectral sequence

(6.2.11) Ep,q
2 := Rpg∗(R

qf∗(E
•)) =⇒ Rp+q(g ◦ f)∗(E

•).

Taking Y −→ Spec(k) to be the structure morphism, we see that

(6.2.12) RΓ(Y,−) ◦Rf∗ ∼= RΓ(X,−).

Then the above Leray spectral sequence gives its classical version

(6.2.13) Ep,q
2 := Rpg∗Hq(E•) =⇒ Rp+qg∗(E

•).

Even more specially, for f : X = Y −→ Spec(k), we get the following Leray spectral
sequence

(6.2.14) Ep,q
2 := Hp(X,Hq(E•)) =⇒ Hp+q(X,E•).

All of these are very useful computational tools in real life examples.

6.3. Local Hom• complex. Let X be a noetherian scheme. For E ∈ QCoh(X), the
functor

(6.3.1) Hom(E,−) : QCoh(X) −→ QCoh(X), F 7→ Hom(E,F ) ,
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is left exact. Moreover,Hom(E,F ) ∈ Coh(X) if bothE,F are coherent. Since QCoh(X)

has enough injectives (c.f., [Har77, Chapter III, Exercise 3.6]), its right derived func-
tor

(6.3.2) RHom(E,−) : D+(QCoh(X)) −→ D+(QCoh(X))

exists. Then for any E,F ∈ QCoh(X) and any integer i, we define

(6.3.3) Exti(E,F ) := RiHom(E,F ) := Hi(RHom(E,F )) ∈ QCoh(X) .

If E ∈ Coh(X), the above definition is local in the sense that its stalk at x ∈ X can be
computed as

(6.3.4) Exti(E,F )x = ExtiOX,x(Ex, Fx) ,

which follows from commutativity of the following diagram.

(6.3.5)

QCoh(X)
Hom(E,−)

//

��

QCoh(X)

��
Mod(OX,x)

Hom(Ex,−)
// Mod(OX,x) .

Note that, Exti(E,F ) ∈ Coh(X) whenever both E,F ∈ Coh(X).

When E ∈ Coh(X), the functor (6.3.2) restricts to the bounded below derived cat-
egory of coherent sheaves

(6.3.6) RHom(E,−) : D+(X) −→ D+(X) .

Since for a non-regular local ring A, the groups ExtiA(M,−) can be non-trivial even
for i � 0, only for non-singular schemes X , the above functor RHom(E,−) restricts
to Db(X), the bounded derived category of coherent sheaves on X .

As discussed before, the above construction easily generalizes for bounded above
complexes of coherent sheaves E• ∈ D−(X). For this, we note that the following
functor is exact.

Hom•(E•,−) : K+(QCoh(X)) −→ K+(QCoh(X))

given by sending a complex F • ∈ K+(QCoh(X)) to the complexHom•(E•, F •), where

Homi(E•, F •) :=
∏
p∈Z

Hom(Ep, F i+p)

and the differentials are given by di = dE• − (−1)idF • , for all i ∈ Z. The following
lemma follows form corresponding local statement for modules over a ring.

Lemma 6.3.7. LetF • ∈ D−(X) be a complex of injective sheaves. IfF • orE• ∈ K+(QCoh(X))

is acyclic, thenHom•(E•, F •) is acyclic.
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The above Lemma 6.3.7 applied to the class

I := {I• ∈ K+(QCoh(X)) : I i is injective OX-module}

shows that I is adapted to the functor Hom•(E•,−) (see Remark 3.1.14), and hence,
the right derived functor

(6.3.8) RHom•(E•,−) : D+(QCoh(X)) −→ D+(QCoh(X))

exists. Note that, we are working with QCoh(X), because Coh(X) has not enough
injectives. Similarly, to see that the functor

Hom•(−, F •) : D−(QCoh(X))op −→ D+(QCoh(X))

descends to the derived category for any F • ∈ D+(QCoh(X)). Therefore, we get a
bifunctor

(6.3.9) RHom•(−,−) : D−(QCoh(X))op ×D+(QCoh(X)) −→ D+(QCoh(X)) .

This enables us to define

(6.3.10) Exti(E•, F •) := RiHom•(E•, F •) := Hi(RHom•(E•, F •)) ∈ QCoh(X) , ∀ i.

Assume that X is a regular noetherian k-scheme. Although the category Coh(X)

has not enough injectives, for the purpose of computing local Ext’s (i.e., Ext), locally
free coherent sheaves are good enough. More precisely, if E• ∈ Db(X) is a bounded
complex of locally free coherent sheaves on X , then RHom(E•,−) can be computed
asHom(E•,−). This can be deduced from the corresponding local statement that, for
any bounded complex M• of free modules over a local ring A, RHom(M•,−) can be
computed as Hom(M•,−), which follows because free A-modules are projective.

Proposition 6.3.11. Let X be a non-singular noetherian k-scheme. Then any bounded com-
plex E• ∈ Db(X) is isomorphic to a bounded complex E• ∈ Db(X) of locally free coherent
sheaves of OX-modules on X .

Proof. Since X is a noetherian non-singular k-scheme, Coh(X) has enough projec-
tives, meaning that any E ∈ Coh(X) admits a finite resolution

0→ F `
i → F `−1

i → · · · → F 0
i → E → 0,

with F j
i a locally free coherent sheaves of OX-modules on X . Moreover, one can

choose such a resolution of length ` ≤ dimk(X). Hence the result follows. �

6.4. Trace map. Let X be a regular noetherian k-scheme. Since any E• ∈ Db(X) is
isomorphic to a bounded complex of locally free coherent sheaves of OX-modules
E• in Db(X), we may assume that each Ei is a locally free coherent sheaves of OX-
modules. Then RHom(E•, E•) = Hom•(E•, E•). By definition, Hom0(E•, E•) =
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Hom(Ei, Ei). Then the usual trace morphism trEi : Hom(Ei, Ei) −→ OX for the

locally free sheaves Ei give rise to the trace morphism

(6.4.1) trE• :=
⊕
i

(−1)itrEi : RHom(E•, E•) −→ OX .

6.5. Derived dual. For E• ∈ D−(QCoh(X)), we define its dual (or, more precisely, its
derived dual) to be the object

(6.5.1) E•∨ := RHom(E•,OX) ∈ D+(QCoh(X)).

If E• is a bounded above complex of locally free coherent sheaves on X , then we can
compute its (derived) dual E•∨ as the bounded below complex

(6.5.2) · · · → Hom(Ei+1,OX)→ Hom(Ei,OX)→ Hom(Ei−1,OX)→ · · · .

If X is regular noetherian k-scheme, then for any E• ∈ Db(X), its (derived) dual
E•∨ := RHom(E•,OX) ∈ Db(X).

Note that, even for a coherent sheaf E on X , its derived dual

E∨ := RHom(E,OX) ∈ Db(QCoh(X))

need not be a sheaf onX . For example, ifE ∈ Coh(X) is a coherent sheaf on a smooth
projective k-variety X with codimX(Supp(E)) ≥ d, then RHom(E,OX) is a complex
concentrated in degree ≥ d. (Hint: Use Serre duality and [HL10, Proposition 1.1.6]).

We shall see later, using Grothendieck-Verdier duality (Theorem 6.9.1), that for
any smooth closed k-subvariety ι : Z ↪→ X of codimension c in a smooth k-variety
X , the derived dual of ι∗OZ can be computed as

(6.5.3) (ι∗OZ)∨ ∼=
(
ι∗ωZ ⊗OX Hom(ωX ,OX)

)
[−c].

As an immediate consequence of this formula, we have the following. If D
ι
↪→ X is

a divisor in X , then using the adjunction formula ωD ∼= (ωX ⊗ OX(D))
∣∣
D

we have,
(ι∗OD)∨ ∼= ι∗OD(D)[−1].

6.6. Derived tensor product. Let X be a projective k-scheme. Then any coherent
sheaf E ∈ Coh(X) admits a resolution (not necessarily finite) by locally free coherent
sheaves of OX-modules

(6.6.1) E• → E.

If X is smooth, we can choose E• to be a bounded complex of length≤ dim(X). Note
that, for any F ∈ Coh(X), the tensor product functor F ⊗ − : Coh(X) → Coh(X) is
right exact. If E• is a bounded above acyclic complex (i.e., Hi(E•) = 0, for all i) of
locally free coherent sheaves of OX-modules, then F ⊗ E• is also acyclic. Therefore,



Page 50 of 126 Notes on derived category

the full subcategory Vect(X) of locally free coherent sheaves on X is adapted to the
right exact functor F • ⊗−.

Consider a bounded above complex of coherent sheaves of OX-modules E• ∈
K−(Coh(X)). Define a functor

(6.6.2) E• ⊗− : K−(Coh(X)) −→ K−(Coh(X))

by sending F • ∈ K−(Coh(X)) to the complex E• ⊗ F •:

(6.6.3) (E• ⊗ F •)i :=
⊕
p+q=i

Ep ⊗ F q, with d = dE ⊗ 1 + (−1)i1⊗ dF .

So by definition, E•⊗F • is the total complex of the double complexK•,• withKp,q :=

Ep⊗F q, and the two differentials are dI := dE⊗1 and dII := (−1)p+q1⊗dF . Therefore,
to get the left derived functor of E• ⊗ −, we need to check that the full subcategory
Kom−(Vect(X)) of bounded above complexes of locally free coherent sheaves ofOX-
modules is adopted to E• ⊗ −. Since any coherent sheaf F ∈ Coh(X) admits a
surjective morphism F → F , with F locally free coherent sheaf of OX-modules, it
remains to check that, for any acyclic complex F • ∈ K−(Coh(X)) with all F i locally
free, E• ⊗ F • is acyclic. For this, we use the following spectral sequence

(6.6.4) Ep,q2 := Hp
IH

q
II(K

•,•) =⇒ Ep+q := Hp+q(E• ⊗ F •).

Note that, for F • acyclic with all F i locally free, Ep ⊗ F • is acyclic, for all p. There-
fore, HII(E

p ⊗ F •) = 0, for all p, and hence, Ep,q2 = 0 for all p and q. Since Ep,q∞ ∼=
FpEp+q/Fp+1Ep+q and

⋂
p

FpEp+q = 0, it follows that Ep+q = 0. Hence E• ⊗ F • is

acyclic. Therefore, the left derived functor

(6.6.5) E•
L
⊗− : D−(X) −→ D−(X)

exists. Similarly, one can show that for a complex of locally free sheaves F • and an
acyclic complex E•, the tensor product complex E• ⊗ F • is acyclic. In other words,
the induced bifunctor

(6.6.6) K−(Coh(X))×D−(X) −→ D−(X)

need not be derived in the first factor, and descends to the bifunctor

(−
L
⊗−) : D−(X)×D−(X) −→ D−(X)

on the derived categories.

Suppose that X is a smooth projective k-scheme. Then any E• ∈ Db(X) is isomor-
phic to a bounded complex of locally free coherent sheaves of OX-modules. There-
fore, for E•, F • ∈ Db(X), replacing them with isomorphic bounded complexes of
locally free coherent sheaves of OX-modules, we can compute their (derived) tensor
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product E•
L
⊗F • as the ordinary tensor product E• ⊗ F • of complexes. This gives us

functorial isomorphisms

E•
L
⊗F • ∼= F •

L
⊗E• and

E•
L
⊗(F •

L
⊗G•) ∼= (E•

L
⊗F •)

L
⊗G•.

For any E•, F • ∈ Db(X), we define

(6.6.7) Tor i(E•, F •) := H−i(E•
L
⊗F •);

which can be computed using the following spectral sequence.

Proposition 6.6.8. There is a spectral sequence

Ep,q2 := Tor−p(Hq(E•), F •) =⇒ Ep+q := Tor−(p+q)(E
•, F •).

Remark 6.6.9. For the sake of simplicity, we only have explained how to get the left
derive functor of the tensor product functor in case X is a projective k-scheme. The
general case is also similar, but require more technical cares to construct it.

6.7. Defived pullback. Recall that, for any morphism of locally ringed spaces

(6.7.1) f : (X,OX) −→ (Y,OY ),

the pullback functor

(6.7.2) f ∗ : Mod(OY ) −→Mod(OX)

is defined to be the composition of the exact functor

(6.7.3) f−1 : Mod(OY ) −→ModX(f−1(OY ))

with the right exact functor

(6.7.4) OX ⊗f−1OY (−) : ModX(f−1OY ) −→Mod(OX).

Thus, f ∗ is right exact. LetOX
L
⊗f−1OY (−) be the left derived functor ofOX⊗f−1OY (−).

Since f−1 is exact, we don’t need to derive it. Then we can define the left derived
functor of f ∗ to be the composite functor

(6.7.5) Lf ∗ :=
(
OX

L
⊗f−1OY (−)

)
◦ f−1 : D−(Y ) −→ D−(X).

Note that, we have discussed how to get the left derived functor OX
L
⊗f−1OY (−) only

for the case X is a projective k-scheme. However, general case being similar but
little more technical in nature, we leave it to the reader to fill the gap. In most of
the applications, we work with f a flat morphism, in which case, we don’t need to
derive f ∗ as it is already exact.

The following spectral sequence is useful to work with Lf ∗ in real life.
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Proposition 6.7.6. There is a spectral sequence

Ep,q2 := Lpf ∗(Hq(E•)) =⇒ Ep+q := Lp+qf ∗(E•),

where Lif ∗(E•) := Hi(Lf ∗(E•)), for all i ∈ Z.

6.8. Compatibilities. In this subsection, we quickly go through compatibilities among
various derived functors generalizing classical ones. We only sketch their proofs,
leaving the details to the readers.

(i) Let f : X −→ Y be a proper morphism of projective k-schemes. Then for
any E• ∈ Db(X) and F • ∈ Db(Y ), we have a natural isomorphism (projection
formula)

(6.8.1) Rf∗(E
•)

L
⊗F • ∼= Rf∗(E

• L⊗Lf ∗F •).

This follows from the following classical projection formula [Har77]: for a co-
herent sheaf of OX-modules E on X and a locally free coherent sheaf of OY -
modules on Y , we have a natural isomorphism of OY -modules

f∗(E ⊗OX f ∗F ) ∼= f∗E ⊗OY F.

(ii) Let f : X −→ Y be a morphism of projective k-schemes. Then for any E•, F • ∈
Db(Y ), there is a natural isomorphism

(6.8.2) (Lf ∗E•)
L
⊗(Lf ∗F •)

'−→ Lf ∗(E•
L
⊗F •).

Since Y is projective k-scheme (smoothness is not required!), we can replace E•

and F • by bounded above complexes of locally free coherent sheaves of OY -
modules on Y , and use them to compute their derived tensor product as the
usual tensor product of complexes. The resulting complex of locally free coher-
ent sheaves ofOY -modules is again bounded above, and so we can compute its
derived pullback as the ordinary pullback of complex of locally free sheaves.
Thus we obtain a bounded above complex of locally free coherent sheaves on
X . Now the above formula (6.8.2) can be deduced by using the classical pull-
back formula f ∗E ⊗ f ∗F ∼= f ∗(E ⊗ F ) for coherent sheaves.

(iii) Let f : X −→ Y be a projective morphism of noetherian schemes. Then we
have Lf ∗ a Rf∗; i.e., there is a functorial isomorphism

(6.8.3) Hom(Lf ∗E•, F •)
'−→ Hom(E•, Rf∗F

•),

for all E• ∈ D−(QCoh(Y )) and F • ∈ D+(QCoh(X)). To see this, replacing E•

with a bounded above complex of locally free sheave of OY -modules quasi-
isomorphic to E•, and F • with a bounded below complex of injective OX-
modules quasi-isomorphic to F •, we can compute the corresponding derived
functors as the usual pullback (resp., push-forward) of complexes along f . Then
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the statement follows from the classical adjunction formula Hom(f ∗E,F ) ∼=
Hom(E, f∗F ) for coherent sheaves.

(iv) Assume that X is a smooth projective k-variety. Let E•, F •, G• ∈ Db(X) be the
bounded complexes of coherent sheaves on X . Then we have the following
natural isomorphisms.

RHom(E•, F •)
L
⊗G• ∼= RHom(E•, F •

L
⊗G•)(6.8.4)

6.9. Grothendieck-Verdier duality. In this subsection, we state a deep duality theo-
rem known as Grothendieck-Verdier duality, and show its applications. We refer the
reader to [Con00] for its proof.

Theorem 6.9.1 (Grothendieck-Verdier duality). Let f : X −→ Y be a morphism of
smooth schemes over a field k of relative dimension dim(f) := dim(X)− dim(Y ). Let

(6.9.2) ωf := ωX ⊗ f ∗ω∨Y
be the relative dualizing sheaf of f . Then for any F • ∈ Db(X) and E• ∈ Db(Y ), there is a a
functorial isomorphism

(6.9.3) Rf∗RHom(F •, Lf ∗(E•)
L
⊗ωf [dim(f)])

'−→ RHom(Rf∗F
•, E•) .

7. EXAMPLES OF SPECTRAL SEQUENCE

Here we give some useful examples of Grothendieck spectral sequences, which
will appear in next sections.

Example 7.0.1. Let A be an abelian category with enough injectives. Let A• ∈ D(A)

andB• ∈ D+(A). TakeF1 = Id so thatRqF1(B•) = Hq(B•), and takeF2 = Hom•(A•,−).
Then we have,

RpF2(RqF1(B•) = Rp Hom•(A•,Hq(B•)) = Extp(A•,Hq(B•)),

and
Rp+q(F2 ◦ F1)(B•) = Rp+q Hom•(A•, B•) = Extp+q(A•, B•).

Since Extp+q(A•, B•) = Hom(A•, B•[p+q]) and Extp(A•,Hq(B•)) ∼= Hom(A•,Hq(B•)[p]),
by Theorem 5.1.10, we have a spectral sequence

(7.0.2) Ep,q
2 := Hom(A•,Hq(B•)[p]) =⇒ Hom(A•, B•[p+ q]).

Similarly, ifA has enough projectives so that we can computeRp Hom•(A•, B•) for
A• ∈ D−(A) as the right derived functor of the contravariant functor Hom•(−, B•) :

K−(A)op −→ K(Ab), we have the spectral sequence

(7.0.3) Ep,q
2 := Hom(H−q(A•), B•[p]) =⇒ Hom(A•, B•[p+ q]) .
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If B• ∈ D+(A) is bounded below, and A has enough injectives, but may not have
enough projectives, then also we have this spectral sequence.

Remark 7.0.4. It should be noted that, a spectral sequence Ep,q
2 ⇒ Ep+q given at page

E2 does not imply that the term Ep,q
∞ lies in page E2.

Example 7.0.5. LetX be a noetherian scheme so that QCoh(X) has enough injectives.
Then for any E•, F • ∈ Db(X), we have the following spectral sequences

(7.0.6) Ep,q
2 := Extp(E•,Hq(F •)) =⇒ Extp+q(E•, F •) ,

and

(7.0.7) Ep,q
2 := Extp(H−q(E•), F •) =⇒ Extp+q(E•, F •) ,

Remark 7.0.8. If X is a projective k-variety, dimkH
i(X,E) < ∞ for any coherent

sheaf E on X . Using this, one can deduce that dimk Exti(E,F ) < ∞, for any E,F ∈
Coh(X). Then using the spectral sequences (7.0.6) and (7.0.7) one can show that
Exti(E•, F •) has finite dimension, for all E•, F • ∈ Db(X).

Example 7.0.9. Let E• ∈ D−(X). Then by definition of local Hom complex, we
have Γ ◦ Hom•(E•,−) = Hom•(E•,−). Since for a complex I• of injective sheaves
of OX-modules, the complex Hom•(E•, I•) is Γ-acyclic (meaning that, Exti(E•, I•) =

RiΓ(Hom•(E•, I•)) = 0 for all i 6= 0, which indeed holds), we have

RΓ ◦RHom•(E•,−) = RHom•(E•,−).

Therefore, applying Theorem 5.1.10 we have the following spectral sequence relating
local and global Ext:

(7.0.10) Ep,q
2 := Hp(X, Extq(E•, F •)) =⇒ Extp+q(E•, F •).

8. BONDAL–ORLOV’S RECONSTRUCTION THEOREM

8.1. What is it? A famous theorem of Gabriel says that two k-varieties X and Y are
isomorphic if and only if there is an equivalence of categories Coh(X) with Coh(Y ).
In [Muk81], Mukai established an equivalenceDb(A) ' Db(Ǎ), whereA is an abelian
variety and Ǎ its dual abelian variety. Therefore, equivalence between bounded de-
rived category of coherent sheaves fails to ensure isomorphism of varieties, in gen-
eral. In their famous paper [BO01], Bondal and Orlov shows how to reconstruct a
smooth projective variety X from Db(X) when ωX or its dual is ample (see Theorem
8.1.1). More precisely,

Theorem 8.1.1 (Bondal–Orlov). LetX be a smooth projective variety over k with canonical
line bundle ωX . Assume that ωX (resp., ω∨X) is ample. Let Y be any smooth projective variety
over k. If there is an exact equivalence F : Db(X)

∼−→ Db(Y ), then X ∼= Y as k-varieties.
In particular, ωY (resp., ω∨Y ) is ample.
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The main idea behind the proof is to “cohomologically” characterize closed points,
invertible sheaves and Zariski topology of a smooth projective k-variety. For this we
need “Serre functor” as defined in Definition 4.1.1. Note that, bothDb(X) andDb(Y )

admits Serre functors SX := (ωX ⊗−)[dimk(X)] and SY := (ωY ⊗−)[dim(Y )], respec-
tively. As a first step towards this theorem, we now establish equality of dimensions
of X and Y .

8.2. Equality of dimensions. Let k be a field. A k–variety is an integral separated
finite type k-scheme. For any smooth projective k-variety X , we define Db(X) :=

Db(Coh(X)). A rank one invertible sheaf L onX is said to have finite order if Lr ∼= OX
for some integer r > 0. The smallest positive integer r such that Lr ∼= OX is called
the order of L. If Lr 6∼= OX , ∀ r > 0, we say that L has infinite order. For any x ∈ X ,
let k(x) := OX,x/mx be the residue field at x. For any closed point x ∈ X , we can
consider k(x) as a coherent sheaf on X supported at x by taking its push-forward
along the closed embedding ιx : Spec(k(x)) ↪→ X . This is the skyscraper sheaf
supported at x given by

k(x)(U) =

{
k(x), if x ∈ U , and

0, otherwise.

Proposition 8.2.1. Let X and Y be smooth projective varieties over k. If there is an exact
equivalence Db(X)

∼−→ Db(Y ) of bounded derived categories, then dimk(X) = dimk(Y ).
In this case, both ωX and ωY have the same order (can be infinity too).

Proof. Since both X and Y are smooth projective k-varieties, by Theorem 4.2.2, they
admit natural Serre functors SX := (ωX ⊗−)[dimk(X)] and SY := (ωY ⊗−)[dimk(Y )],
respectively. By Lemma 4.1.7, any k-linear equivalence F : Db(X) −→ Db(Y ) com-
mutes with Serre functors SX and SY (i.e., there is a natural isomorphism of functors
F ◦ SX ∼= SY ◦ F ).

For a closed point x ∈ X , we have k(x) ∼= k(x)⊗ ωX ∼= SX(k(x))[− dimk(X)]. So,

F (k(x)) ∼= F (k(x)⊗ ωX) = F (SX(k(x))[− dimk(X)])

∼= F (SX(k(x)))[− dimk(X)], since F is exact.
∼= SY (F (k(x)))[− dimk(X)], since F ◦ SX ∼= SY ◦ F .(8.2.2)
∼= F (k(x))⊗ ωY [dimk(Y )− dimk(X)] .

Since F is an equivalence of categories, F (k(x)) is a non-trivial bounded complex.
Let i be the maximal (resp., minimal) integer such that Hi(F (k(x))) 6= 0. Now from
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(8.2.2) we have

0 6= Hi(F (k(x))) ∼= Hi(F (k(x))⊗ ωY [dimk(Y )− dimk(X)])

∼= Hi+dimk(Y )−dimk(X)(F (k(x))⊗ ωY )

∼= Hi+dimk(Y )−dimk(X)(F (k(x)))⊗ ωY .(8.2.3)

Since ωY is a line bundle, (8.2.3) contradicts maximality (resp., minimality) of iwhen-
ever dimk(X) < dimk(Y ) (resp., dimk(X) > dimk(Y )). Therefore, dimk(X) = dimk(Y ).

To see that both ωX and ωY have the same order, assume that ωkX ∼= OX . Let
n = dimk(X) = dimk(Y ). Note that, SkX [−kn] ∼= IdDb(X). Since F ◦ SX ∼= SY ◦ F ,
choosing a quasi-inverse of the equivalence F , we have

F−1 ◦ SkY [−kn] ◦ F ∼= SkX [−kn] ∼= IdDb(X)

⇒SkY [−kn] ∼= IdDb(Y ) .

Applying OY to the above isomorphism of functors, we get ωkY ∼= OY . �

Remark 8.2.4. In the proof of above Proposition, to show both ωX and ωY have the
same order, under the assumption that dim(X) = dim(Y ), we don’t need F to be
exact.

8.3. Point like objects.

Definition 8.3.1. A graded category is a pair (D, TD) consisting of a category D and
an equivalence functor TD : D → D, known as shift functor. A functor F : D → D′
between graded categories is called graded if there is an isomorphism of functors
F ◦ TD

'−→ TD′ ◦ F .

Example 8.3.2. Any triangulated category is a graded category, and any morphism
between two triangulated categories is a graded morphism.

Definition 8.3.3. Let D be a k-linear triangulated category with Serre functor S. An
object P ∈ D is said to be point like of codimension s if

(i) S(P ) ∼= P [s],
(ii) Hom(P, P [i]) = 0, for i < 0, and

(iii) k(P ) := Hom(P, P ) is a field.

An object E of an additive category is called simple if Hom(E,E) is a field.

Example 8.3.4. Let X be a smooth projective k-variety of dimension n.

(i) For any closed point x ∈ X , we have SX(k(x)) = (k(x) ⊗ ωX)[n] ∼= k(x)[n].
Therefore, k(x) ∈ Db(X) is a point like object of codimension d.
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(ii) Let ωX ∼= OX (for example when X is an abelian variety or a K3 surface). Then
any simple object E ∈ Coh(X) defines a point like object of codimension n in
Db(X).

Proposition 8.3.5. Let A be an abelian category, and A• ∈ Db(A). Let

i+ := max{i : Hi(A•) 6= 0} and i− := min{i : Hi(A•) 6= 0}.

Then in Db(A), there are morphisms φ : A• → Hi+(A•)[−i+] and ψ : Hi−(A•)[−i−]→ A•

such thatHi+(φ) = IdHi+ (A•) andHi−(ψ) = IdHi− (A•).

Proof. There is a natural quasi-isomorphism of complexes

A•− :

qis

��

· · · // Ai
+−1 // Ker(di

+
)

� _

��

// 0

��

// · · ·

A• : · · · // Ai
+−1 // Ai

+ di
+

// Ai
++1 // · · · .

Since the natural morphism of complexes A•− −→ Hi+(A•)[−i+] induces identity
morphism at i+-th cohomology, the first part follows. The second part is similar. �

Corollary 8.3.6. With the above notations, for any B ∈ A, we have the following natural
isomorphisms

(i) HomDb(A)(Hi+(A•), B) ∼= HomDb(A)(A
•, B[−i+]), and

(ii) HomDb(A)(B,Hi−(A•)) ∼= HomDb(A)(B[−i−], A•).

Proof. Send f ∈ HomDb(A)(Hi+(A•), B) to f [−i+] and use above Proposition 8.3.5. To
get the inverse map, send any φ ∈ HomDb(A)(A

•, B[i+]) to Hi+(φ)[−i+]. The second
part is similar. �

Exercise 8.3.7. Let A• ∈ D(A) with Hi(A•) = 0, for all i < m. Then there is a
distinguished triangle

Hm(A•)[−m] −→ A•
ϕ−→ B• −→ Hm(A•)[1−m]

in the derived category D(A) such that

Hi(B•) ∼=
{
Hi(A•) if i ≤ m, and

0, if i > m.

Remark 8.3.8. Let X be a smooth projective k-variety of dimension d. Then any
point like object P ∈ Db(X) has codimension d. This follows from assumption (i) in
the Definition 8.3.3, because looking at minimal i with non-zero cohomologies, the
isomorphism P ⊗ ωX [d] ∼= P [s] implies

(8.3.9) Hi(P )⊗ ωX [d] ∼= Hi(P )[s].

This forces d = s.
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Lemma 8.3.10. Let M be a finitely generated non-zero module over a noetherian ring A.
Then there is a finite chain of A-submodules

0 = M0 (M1 ( · · · (Mn = M

such that Mi/Mi−1
∼= A/pi (as A-modules), for some pi ∈ Supp(M).

Proof. Denote by Ass(M) the set of all associated primes of M . Recall that, Ass(M) ⊆
Supp(M) for any finitely generated A-module M . Since M 6= 0, we can choose a
p1 ∈ Ass(M) to get an A-submodule

M1 := image(A/p1 ↪→M) ⊂M.

If M1 6= M , we do the same for M/M1 to choose a p2 ∈ Ass(M/M1) and apply the
same to obtain a sequence M1 ( M2 ⊆ M with M2/M1

∼= A/p2. Since (M/M1)p2 6=
0, we see that p2 ∈ Supp(M). Since M is finitely generated, the result follows by
induction. �

Corollary 8.3.11. With the above notation, if Supp(M) = {m}, for some maximal ideal
m of A, there is a surjective (resp., injective) A-module homomorphism M � A/m (resp.,
A/m ↪→M ).

Proof. Since Ass(M) = {m}, the result follows from the above Lemma 8.3.10. �

Definition 8.3.12. Support of a complex E• ∈ Db(X) is the union of the supports of
its cohomologies. In other words, Supp(E•) is the closed subset of X defined by

Supp(E•) :=
⋃
i∈Z

Supp(Hi(E•)) .

Lemma 8.3.13. Let E• ∈ Db(X) with Supp(E•) = Z1 ∪ Z2, for some disjoint closed
subsets Z1 and Z2 in X . Then E• ∼= E•1

⊕
E•2 , for some non-zero objects E•j ∈ Db(X) with

Supp(E•j ) ⊆ Zj , for all j = 1, 2.

Proof. This is clear for any E ∈ Coh(X), and hence the result follows for E• ∼= E[n] ∈
Db(X), for E ∈ Coh(X) and n ∈ Z. Let

i+E• := max{i ∈ Z : Hi(E•) 6= 0} and i−E• := min{i ∈ Z : Hi(E•) 6= 0};

and we drop the subscript E• when there is no confusion likely to arise. The length
of an object E• ∈ Db(X) is the difference i+ − i−. For general case, we use induction
on the length of a complex.

Let E• ∈ Db(X) be a complex of length at least 2. Let m = i−E• , and write H :=

Hm(E•). The sheafH can be decomposed asH ∼= H1

⊕
H2, with Supp(Hj) ⊂ Zj , for
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j = 1, 2. By Proposition 8.3.5, we have a natural morphism H[−m]
ϕ−→ E• inducing

identity morphism on the m-th cohomology; complete it to a distinguished triangle

H[−m]
ϕ−→ E• −→ F • := C(ϕ) −→ H[1−m] .

Then from long exact sequence of cohomologies we have

Hi(F •) =

{
Hi(E•), if i > m, and

0, if i ≤ m;

(c.f. Exercise 8.3.7). Since the length of F • is less than the length of E•, induction
hypothesis applied to F • gives a decomposition F • ∼= F •1

⊕
F •2 with Supp(Hi(F •j )) ⊂

Zj , for all j = 1, 2, and i ∈ Z. Since H−q(F •1 ) and H2 are coherent sheaves of OX-
modules with disjoint supports, we have

HomDb(X)(H−q(F •1 ),H2[p]) = Extp(H−q(F •1 ),H2) = 0, ∀ p ∈ Z,

which can be verified locally. Then Hom(F •1 ,H2[1−m]) = 0 follows from the spectral
sequence

Ep,q
2 := Hom(H−q(F •1 ),H2[p]) =⇒ Ep+q := Hom(F •1 ,H2[p+ q]);

c.f., Example 7.0.1. Similarly, we have Hom(F •2 ,H1[1 −m]) = 0. Choose a complex
E•j to complete a distinguished triangle

E•j −→ F •j −→ Hj[1−m] −→ E•j [1], ∀ j = 1, 2,

we have a decomposition E• ∼= E•1
⊕

E•2 . Since Supp(F •j ) ⊂ Zj , it follows that
Supp(E•j ) ⊂ Zj , for all j = 1, 2. �

Lemma 8.3.14. Let E• be a simple object in Db(X) with zero dimensional support. If
Hom(E•, E•[i]) = 0 for all i < 0, then E• ∼= k(x)[m] for some closed point x ∈ X

and integer m.

Proof. Since E• is supported in dimension zero, Supp(E) is a finite subset of closed
points in X . If Supp(E) is not a singleton set, then it has disjoint components. Then
in Db(X), we have an isomorphism E• ∼= E•1

⊕
E•2 , with E•j 6' 0, ∀ i = 1, 2, which

contradicts simplicity of E•. Therefore, Supp(E•) is a closed point, say x ∈ X . Let
i+ := max{i : Hi(E•) 6= 0} and i− := min{j : Hj(E•) 6= 0}. Since both Hi+(E•)

andHi−(E•) have support {x}, they are given by finite modules over the noetherian
local ringOX,x supported at mx. Then applying Corollary 8.3.11, we get a non-trivial
OX,x-module homomorphism φ : Hi+(E•) −→ Hi−(E•) given by the composition

Hi+(E•) // // k(x) := OX,x/mx
� � // Hi−(E•).

Now it follows from Proposition 8.3.5 that the following composite morphism is
non-trivial.

E•[i+] −→ Hi+(E•)
φ−→ Hi−(E•) −→ E•[i−] .
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Since Hom(E•, E•[i]) = 0 for all i < 0, we must have i− − i+ ≥ 0. Hence, i− =

i+ =: m (say). Therefore, E• ∼= E[m], for some E ∈ Coh(X) with Supp(E) = {x}.
Since Hom(E[m], E[m]) ∼= Hom(E,E), so E is simple. Then the natural surjective
homomorphism E → k(x) must be isomorphism. Therefore, E• ∼= k(x)[m]. �

Proposition 8.3.15 (Bondal–Orlov). LetX be a smooth projective k-variety with ωX or ω∨X
ample. Then any point like object in Db(X) is isomorphic to an object of the form k(x)[m],
for some closed point x ∈ X and some integer m.

Remark 8.3.16. Above result fails if neither ωX nor ω∨X is ample; c.f. Example 8.3.4.

Proof. Note that X is projective because there is an ample line bundle on X . Clearly
for any closed point x ∈ X and any integer m, the shifted skyscraper sheaf k(x)[m] ∈
Db(X) is a point like object of codimension d = dim(X) (c.f., Example 8.3.4).

To see the converse, let P ∈ Db(X) be a point like object of codimension n. It
follows from P ⊗ ωX [d] ∼= P [n] that n = d (c.f., Remark 8.3.8). Then we have,

(8.3.17) Hi(P )⊗ ωX ∼= Hi(P ), ∀ i ∈ Z .

Suppose that ωX is ample. Let

m 7→ PE(m) := χ(E ⊗ ωmX )

be the Hilbert polynomial of E ∈ Coh(X). Since deg(PE(m)) = dim(Supp(E)), taking
tensor product with ωX makes difference only if dim(Supp(E)) > 0. Therefore, form
(8.3.17) we conclude that Hi(P ) is supported in dimension zero. Since P is simple,
the result follows from Lemma 8.3.14. The same argument applies for ω∨X ample. �

8.4. Invertible objects. Now we realize line bundles on X as objects of Db(X).

Definition 8.4.1. Let D be a triangulated category together with a Serre functor TD :

D → D. An object L ∈ D is said to be invertible if for each point like object P ∈ D,
there is an integer nP (which also depends on L) such that

HomD(L, P [i]) =

{
k(P ), if i = nP , and

0, otherwise.

Next, we characterize invertible objects in Db(X). For this, we need the following
well-known result form commutative algebra.

Lemma 8.4.2. Let M be a finitely generated module over a noetherian local ring (A,m). If
Ext1(M,A/m) = 0, then M is free.

Proof. Let k = A/m. Then any k-basis of M/mM lifts to a minimal set of generators
for the A-module M by Nakayama lemma. Thus we get a short exact sequence of
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A-modules

0 −→ N
ι−→ An

φ−→M −→ 0.

Note that, N = Ker(φ) is finitely generated, and ι induces a trivial homomorphism
ι̃ : N/mN −→ kn. Since Ext1(M,k) = 0, the induced homomorphism

Hom(An, k) −→ Hom(N, k)

is surjective. Since HomA(An, k) ∼= Homk(k
n, k) and HomA(N, k) ∼= Homk(N/mN, k),

the homomorphism Homk(k
n, k) −→ Homk(N/mN, k) induced by ι̃ is surjective.

Since ι̃ = 0, this forces N/mN = 0. Then N = 0 by Nakayama lemma, and hence M
is a free A-module. �

Proposition 8.4.3 (Bondal–Orlov). Let X be a smooth projective k-variety. Any invertible
object in Db(X) is of the form L[m], for some line bundle L on X and some integer m.
Conversely, if any point like object of Db(X) is of the form k(x)[`], for some closed point x ∈
X and some integer `, then for any line bundle L on X and any integer m, L[m] ∈ Db(X)

is invertible.

Remark 8.4.4. Note that, by Proposition 8.3.15 the condition in the converse part of
the above Proposition is satisfied when ωX or ω∨X is ample.

Proof of Proposition 8.4.3. Step 1. Let E• ∈ Db(X) be an invertible object. Let m =

max{i ∈ Z : Hi(E•) 6= 0}. Then by Proposition 8.3.5, there is a morphism

E• −→ Hm(E•)[−m]

in Db(X) inducing identity morphism at m-th cohomologyHm(E•). This gives

(8.4.5) Hom(Hm(E•), k(x0)) = HomDb(X)(E
•, k(x0)[−m]) ,

(c.f., Corollary 8.3.6). Fix a closed point x0 ∈ Supp(Hm(E•)). Then by Lemma
8.3.10, there is an associated prime ideal p ⊆ mx0 and a surjective homomorphism
Hm(E•) � OX,x0/p, which gives a surjective homomorphism Hm(E•) � k(x0).
Therefore, by (8.4.5), we have

0 6= HomDb(X)(Hm(E•), k(x0)) = HomDb(X)(E
•, k(x0)[−m]) .

This forces nk(x0) = −m (c.f., Definition 8.4.1).

Step 2. We show that, Ext1(Hm(E•), k(x0)) = 0.

Since nk(x0) = −m, it follows from the definition of invertible object E• ∈ Db(X)

that

(8.4.6) Hom(E•, k(x0)[1−m]) = Hom(E•, k(x0)[1 + nk(x0)]) = 0.
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Consider the spectral sequence (see Example 7.0.5)

Ep,q
2 := Hom(H−q(E•), k(x0)[p]) = Extp(H−q(E•), k(x0))(8.4.7)

=⇒Ep+q := Hom(E•, k(x0)[p+ q]).

SinceHm+1(E•) = 0, we have

(8.4.8) E3,−m−1
2 = Hom(Hm+1(E•), k(x0)[3]) = 0.

Also

(8.4.9) E−1,−m+1
2 = Hom(Hm−1(E•), k(x0)[−1]) = Ext−1(Hm−1(E•), k(x0)) = 0.

Now using (8.4.8) and (8.4.9), and taking H0 of the complex

· · · −→ 0 = E−1,−m+1
2

d−→ E1,−m
2

d−→ E3,−m−1
2 = 0 −→ · · · ,

we see that E1,−m
3 = E1,−m

2 ; similarly, E1,−m
r = E1,−m

2 , for all r ≥ 2. The following
picture of page E2 could be useful to understand the situation.

0

))

E0,−m+1
2

**

E1,−m+1
2

**

E2,−m+1
2 E3,−m+1

2

0 E0,−m
2

**

E1,−m
2

**

E2,−m
2 E3,−m

2

0 0 0 0 0

This shows that,

(8.4.10) E1,−m
2 = E1,−m

∞ .

Since E1,−m
∞ is isomorphic to a subquotient of

(8.4.11) E1−m = Hom(E•, k(x0)[1−m]) = 0

(see, (8.4.6) and (8.4.7)), using (8.4.10) we conclude that E1,−m
2 = 0. Therefore,

(8.4.12) Ext1(Hm(E•), k(x0)) = 0, ∀ x0 ∈ Supp(Hm(E•)) .

Step 3. We show thatHm(E•) is a locally free OX-module.

For this, we consider the local-to-global spectral sequence (see Example 7.0.9)

(8.4.13) Ep,q
2 := Hp(X, Extq(Hm(E•), k(x0))) =⇒ Extp+q(Hm(E•), k(x0)) ,

which allow us to pass from the global vanishing Ext1(Hm(E•), k(x0)) = 0 to the
local one Ext1(Hm(E•), k(x0)) = 0.

Since Ext0(Hm(E•), k(x0)) is a skyscraper sheaf supported at x0, it is flasque, and
hence is Γ-acyclic. Then form (8.4.13), we have

(8.4.14) E2,0
2 = H2(X, Ext0(Hm(E•), k(x0))) = 0 .



A. Paul Page 63 of 126

Again,

(8.4.15) E−2,2
2 = H−2(X, Ext2(Hm(E•), k(x0))) = 0 .

Since at page E2, we have morphisms

0 = E−2,2
2

d−→ E0,1
2

d−→ E2,0
2 = 0,

we have E0,1
3 = H0(· · · → 0 → E0,1

2 → 0 → · · · ) = E0,1
2 . Similar computations shows

that E0,1
r = E0,1

2 , for all r ≥ 2. Hence we conclude that,

(8.4.16) E0,1
2 = H0(X, Ext1(Hm(E•), k(x0))) = E0,1

∞ .

Since E1 = Ext1(Hm(E•), k(x0)) = 0 by Step 2, we have E0,1
2 = E0,1

∞ = 0. Since k(x0)

is a skyscraper sheaf supported at x0, we see that Ext1(Hm(E•), k(x0)) is supported
over {x0}, and hence is globally generated. Since

H0(X, Ext1(Hm(E•), k(x0)) = E0,1
2 = 0,

we have Ext1(Hm(E•), k(x0)) = 0. SinceHm(E•) ∈ Coh(X), we have

(8.4.17) Ext1
OX,x0

(Hm(E•), k(x0)) = Ext1(Hm(E•), k(x0))x0 = 0.

The by Lemma 8.4.2, Hm(E•)x0 is free OX,x0-module. Since freeness is an open
property, there is a non-empty open (dense) subset U of X containing x0 such that
U ⊆ Supp(Hm(E•)) and Hm(E•)

∣∣
U

is a free OU -module. Since X is irreducible,
Hm(E•) is locally free on X .

Step 4. We show that,Hm(E•) is a line bundle on X .

Since Supp(Hm(E•)) = X , there is a surjective homomorphism Hm(E•) � k(x),
for each x ∈ X . Then following argument of Step 1, we have

(8.4.18) Hom(E•, k(x)[−m]) = Hom(Hm(E•), k(x)) 6= 0, ∀ x ∈ X.

Now it follows from Definition 8.4.1 of invertible objects that

(8.4.19) nk(x) = −m, ∀ x ∈ X.

If r is the rank ofHm(E•), we have

k(x) = Hom(E•, k(x)[−m]) = Hom(Hm(E•), k(x))

= Hom(O⊕rX,x, k(x)) ∼= k(x)⊕r .(8.4.20)

Therefore, r = 1, and henceHm(E•) is a line bundle on X .

Step 5. We show that,Hi(E•) = 0, for all i < m.

From the spectral sequence in (8.4.7), we have

Eq,−m
2 = Hom(Hm(E•), k(x)[q])

= Extq(Hm(E•), k(x))

∼= Hq(X,Hom(Hm(E•), k(x))) = 0, ∀ q > 0,(8.4.21)
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because Hom(Hm(E•), k(x)) is a skyscraper sheaf supported on {x}, and hence is
Γ-acyclic.

Suppose that i < m. Then it follows from Definition 8.4.1 and (8.4.19) that

(8.4.22) E−i = Hom(E•, k(x)[−i]) = 0, ∀ x ∈ X.

Now to showHi(E•) = 0, it is enough to show that

(8.4.23) E0,−i
2 = Hom(Hi(E•), k(x)) = 0, ∀ x ∈ X.

Since E−i = 0, if we can show that

(8.4.24) E0,−i
2 = E0,−i

∞ ,

then from the spectral sequence (8.4.7) we would get E0,−i
2 = 0. We prove this by

induction on i.

If i = m − 1, then E2,−i−1
2 = E2,−m

2 = 0 by (8.4.21). Since negative indexed Ext
groups between two coherent sheaves are zero, we have E

−2,−(m−2)
2 = 0. Then

(8.4.24), for the case i = m− 1, follows from the complex

· · · → 0 = E
−2,−(m−2)
2

d−→ E0,1−m
2

d−→ E2,−m
2 = 0→ · · · .

Therefore, Hm−1(E•) = 0. Assume inductively that Hi(E•) = 0, for all i ∈ Z, with
i0 < i ≤ m− 1. Then putting m = i0 + 1 in (8.4.21) and usingHi0+1(E•) = 0, we have
E2,−i0−1

2 = 0. Then (8.4.24) follows from the complex

· · · → 0 = E−2,1−i0
2

d−→ E0,−i0
2

d−→ E2,−i0−1
2 = 0→ · · · .

This completes induction. Therefore,Hi(E•) = 0, ∀ i < m, and hence for all i 6= m.

Step 6. Now we prove converse part of the Proposition 8.4.3. Suppose that any point
like object P ∈ Db(X) is of the form k(x)[`], for some closed point x ∈ X and ` ∈ Z.
Let L be a line bundle on X , and m ∈ Z. Then from Definition 8.4.1 we get

Hom(L[m], P [i]) ∼= Hom(L, k(x)[`+ i−m])

= Ext`+i−m(OX , L∨ ⊗ k(x))

∼= H`+i−m(X,L∨ ⊗ k(x)) ,(8.4.25)

which vanishes except for i = m − `. Then we set nP := m − `. This completes the
proof. �

Remark 8.4.26. LetD be a (tensor) triangulated category admitting a Serre functor S.
If we naively define Picard group ofD to be the set Pic(D) of all invertible objects inD,
then for a smooth projective k-varietyX with ωX or ω∨X ample, we have Pic(Db(X)) =

Pic(X)× Z.
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8.5. Spanning class of Db(X).

Definition 8.5.1. A collection Ω of objects in a triangulated category D is called a
spanning class of D (or spans D) if for all B ∈ D the following conditions hold.

(i) If Hom(A,B[i]) = 0, ∀ A ∈ Ω and all i ∈ Z, then B ∼= 0.
(ii) If Hom(B[i], A) = 0, ∀ A ∈ Ω and all i ∈ Z, then B ∼= 0.

Remark 8.5.2. If a triangulated categoryD admits a Serre functor, then the conditions
(i) and (ii) in the above Definition 8.5.1 are equivalent.

Proposition 8.5.3. Let X be a smooth projective k-variety. Then the objects of the form
k(x), with x ∈ X a closed point, spans Db(X).

Proof. It is enough to show that, for any non-zero object E• ∈ Db(X) there exists
closed points x1, x2 ∈ X and integers i1, i2 such that

Hom(E•, k(x1)[i1]) 6= 0 and Hom(k(x2), E•[i2]) 6= 0 .

Since Hom(k(x2), E•[i2]) ∼= Hom(E•, k(x2)[dim(X)−i2])∗ by Serre duality, it is enough
to show that Hom(E•, k(x1)[i1]) 6= 0, for some closed point x ∈ X and some i ∈ Z.
Let m := max{i ∈ Z : Hi(E•) 6= 0}. Then Hom(E•, k(x)[−m]) = Hom(Hm(E•), k(x))

by Corollary 8.3.6. Now choosing a closed point x in the support of Hm(E•), we see
that Hom(E•, k(x)[−m]) 6= 0. This completes the proof. �

Remark 8.5.4. Spanning class in Db(X) is not unique. For a smooth projective k-
variety X , for a choice of an ample line bundle L on X , we shall see later that, {L⊗i :

i ∈ Z} forms a spanning class in Db(X).

8.6. Proof of the reconstruction theorem. Now we are in a position to prove the
reconstruction theorem of Bondal and Orlov in the light of the following well-known
results.

Proposition 8.6.1. [Sta20, Tag01PR] Let X be a quasi-compact scheme. Let L be an in-
vertible sheaf of OX-modules on X . Consider the graded algebra S :=

⊕
i≥0

H0(X,Li), and

its ideal S+ =
⊕
i>0

H0(X,Li). For each homogeneous element s ∈ H0(X,Li), for i > 0, let

Xs := {x ∈ X : sx /∈ mxL
i
x}. Then the following are equivalent.

(i) L is ample.
(ii) The collection of open sets Xs, with s ∈ S+ homogeneous, covers X , and the natural

morphism X −→ Proj(S) is an open immersion.
(iii) The collection of open sets Xs, with s ∈ S+ homogeneous, forms a basis for the Zariski

topology on X .

https://stacks.math.columbia.edu/tag/01PR
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Proposition 8.6.2. Let X be a smooth projective k-variety. Let L be a line bundle on X . If
L or L∨ is ample, then the natural morphism of k-schemes

X −→ Proj

(⊕
n

H0(X,Ln)

)
is an isomorphism.

Theorem 8.1.1 (Bondal–Orlov). LetX be a smooth projective variety over k with canonical
line bundle ωX . Assume that ωX (resp., ω∨X) is ample. Let Y be any smooth projective variety
over k. If there is an exact equivalence F : Db(X)

∼−→ Db(Y ), then X ∼= Y as k-varieties.
In particular, ωY (resp., ω∨Y ) is ample.

Proof. Step 1. If F (OX) = OY , and ωY or ω∨Y is ample, the theorem follows.

Indeed, assume that F (OX) = OY . Since F is an exact equivalence of categories,
F ◦ SX ∼= SY ◦ F and dim(X) = dim(Y ) = n (say), (see Proposition 8.2.1). Then we
have

(8.6.3) F (ωkX) = F (SkX(OX))[−kn] = SkY (OY )[−kn] = ωkY , ∀ k .

Since F is fully faithful, we have

(8.6.4) H0(X,ωkX) = Hom(OX , ωkX) = Hom(OY , ωkY ) = H0(Y, ωkY ), ∀ k .

The product structure on the graded k-algebra
⊕
k

H0(X,ωkX) can be expressed in

terms of following composition: for si ∈ H0(X,ωkiX ), i = 1, 2, we have

s1 · s2 = Sk1
X (s2)[−k1n] ◦ s1 .

Note that, s1 · s2 = s2 · s1 follows from the commutativity of the following diagram.

(8.6.5)

OX
s2
��

s1 // ωk1
X

S
k1
X (s2)[−k1n]
��

ωk2
X

S
k2
X (s1)[−k2n]

// ωk1+k2
X

Similarly, we have product structure on
⊕
k

H0(Y, ωkY ). Therefore, F naturally induces

an isomorphism of graded k-algebras

(8.6.6) F̃ :
⊕
k

H0(X,ωkX) −→
⊕
k

H0(Y, ωkY ) ,

which induces isomorphism of k-schemes

X
∼=−→ Proj

(⊕
k

H0(X,ωkX)
) ∼=−→ Proj

(⊕
k

H0(Y, ωkY )
) ∼=−→ Y,(8.6.7)

whenever ωY or its dual ω∨Y is ample (c.f., Proposition 8.6.2). Therefore, it is enough
to show that F (OX) = OY , and ωY or ω∨Y is ample whenever ωX or ω∨X is ample.



A. Paul Page 67 of 126

Step 2. We can assume that F (OX) = OY .

Indeed, it follows from Definition 8.3.3 and Definition 8.4.1 that an exact equiva-
lence F : Db(X)→ Db(X) induce bijections

(8.6.8)

{point like objects of Db(X)} '
F // {point like objects of Db(Y )}

{k(x)[m] : x ∈ Xclosed and m ∈ Z} {k(y)[m] : y ∈ Yclosed and m ∈ Z}
?�

(∗)

OO

and

(8.6.9)

{invertible objects of Db(X)} '
F // {invertible objects of Db(Y )}

� _

(∗∗)
��

{L[m] : L ∈ Pic(X) and m ∈ Z} {M [m] : M ∈ Pic(Y ) and m ∈ Z} ,

where Xclosed (resp., Yclosed) is the set of all closed points of X (resp., Y ), and the
vertical inclusions and equalities are given by Proposition 8.3.15 and Proposition
8.4.3. Therefore, F (OX) = M [m], for some M ∈ Pic(Y ) and some m ∈ Z.

If F (OX) 6= OY , replacing F with the following composite functor

(8.6.10) Db(X)
F // Db(Y )

(M∨⊗−)[−m]
// Db(Y ) ,

which is an exact equivalence sendingOX toOY , we may assume that F (OX) = OY .
Therefore, it remains to show is that ωY or its dual is ample.

Step 3. We establish bijections Xclosed
F←→ Yclosed and Pic(X)

F←→ Pic(Y ).

Using the equivalence F , we first show that the vertical inclusion (∗) in the dia-
gram (8.6.8) is a bijection. This immediately imply that the vertical inclusion (∗∗) in
the diagram (8.6.9) is bijective by Proposition 8.4.3. Then Step 3 will follow.

By horizontal bijection in the diagram (8.6.8), for any closed point y ∈ Y there is
a closed point xy ∈ X and my ∈ Z such that F (k(xy)[my]) ∼= k(y). Suppose on the
contrary that there is a point like object P ∈ Db(Y ), which is not of the form k(y)[m],
for any closed point y ∈ Y and integer m. Because of bijection in (8.6.8), there is
a unique closed point xP ∈ X and integer mP such that F (k(xP )[mP ]) ∼= P . Then
xP 6= xy, for all closed point y ∈ Y . Hence, for any closed point y ∈ Y and any
integer m, we have

Hom(P, k(y)[m]) = Hom(F (k(xP )[mP ]), k(y)[m])

= Hom(k(xP )[mP ], k(xy)[my +m])(8.6.11)

= Hom(k(xP ), k(xy)[my +m−mP ]) = 0,
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because k(xP ) and k(xy) being skyscraper sheaves supported at different points,
Exti(k(xP ), k(xy)) = 0, for all i. Since the objects k(y), with y ∈ Y a closed point,
form a spanning class of Db(X) (c.f. Definition 8.5.1), P ∼= 0 by Proposition 8.5.3,
which contradicts our assumption that P is a point like object in Db(Y ). Therefore,
point like objects of Db(Y ) are exactly of the form k(y)[m], for y ∈ Y a closed point
and m ∈ Z.

Note that, for any closed point x ∈ X , there is a closed point yx ∈ Y such that
F (k(x)) ∼= k(yx)[mx], for some mx ∈ Z. Since F is fully faithful and F (OX) = OY ,
we have Hom(OX , k(x)) = Hom(OY , k(yx)[mx]) = Extmx(OY , k(yx)) 6= 0. This forces
mx = 0, and hence F (k(x)) ∼= k(yx) (no shift!). This immediately imply that, for any
L ∈ Pic(X), F (L) ∼= M , for some M ∈ Pic(Y ). Indeed, from bijections in the diagram
(8.6.9), we find unique M ∈ Pic(Y ) and mL ∈ Z such that F (L) ∼= M [mL]. Take
closed points x ∈ X and yx ∈ Y such that F (k(x)) ∼= k(yx). Then

Ext−mL(M,k(yx)) = Hom(M,k(yx)[−mL]) = Hom(M [mL], k(yx))

= Hom(F (L), F (k(x))) = Hom(L, k(x)) 6= 0.

This forces mL = 0.

Step 4. Recovering Zariski topology from derived category to conclude ampleness.

Let Z be a quasi-compact k-scheme. Denote by Z0 the subset of all closed points of
Z. Take line bundles L1 and L2 on Z, and take α ∈ Hom(L1, L2) = H0(X,L∨1 ⊗ L2).
For each closed point z ∈ Z, let

(8.6.12) α∗z : Hom(L2, k(z)) −→ Hom(L1, k(z))

be the homomorphism induced by α. Then Uα := {z ∈ Z : α∗z 6= 0} is a Zariski open
subset of Z, and hence Uα ∩ Z is open in Z0.

Fix a line bundle L0 ∈ Pic(X). Then it follows from Proposition 8.6.1 that the
collection of all such Uα, where α ∈ H0(X,Ln0 ) and n ∈ Z, forms a basis for the
Zariski topology on Z if and only if either L0 or L∨0 is ample.

By Step 3, the exact equivalence F : Db(X) −→ Db(Y ) sends closed points of X
to closed points of Y bijectively, and sends line bundles on X to line bundles on Y

bijectively. In particular, F (ωiX) ∼= ωiY , for all i ∈ Z. Then the natural isomorphisms
H0(X,ωiX) ∼= H0(Y, ωiY ), ∀ i ∈ Z, give rise to a bijection between the collection of
open subsets

BX := {Uα : α ∈ H0(X,ωiX) and i > 0 (resp., i < 0)}, and

BY := {Vα : α ∈ H0(Y, ωiY ) and i > 0 (resp., i < 0)}.

Since ωX (resp., ω∨X) is ample, BX is a basis for the Zariski topology on X , and hence
BX0 := {Uα ∩ X0 : α ∈ H0(X,ωiX) and i > 0 (resp., i < 0)} is a basis for the Zariski
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topology onX0. Therefore, BY0 := {Vα∩Y0 : α ∈ H0(Y, ωiY ) and i > 0 (resp., i < 0)} is
a basis for the Zariski topology on Y0, and hence BY is a basis for the Zariski topology
on Y (see Lemma 8.6.13 below). Therefore, ωY (resp., ω∨Y ) is ample. This completes
the proof. �

I thank Arideep Saha for useful discussion leading to the following Lemma.

Lemma 8.6.13. Let X be a scheme locally of finite type over Spec(k), where k is a field or
Z. Let X0 be a subset of X containing all closed points of X . Let BX := {Uα : α ∈ Λ}
be a collection of open subsets of X such that BX0 := {Uα ∩ X0 : α ∈ Λ} is a basis for the
subspace Zariski topology on X0. Then B is a basis for the Zariski topology on X .

Proof. Step 1. First we show that, if an open set U ⊂ X contains a closed point x0, then for
any point x ∈ X which contains x0 in its closure (i.e., x0 ∈ {x}), we have x ∈ U . Since BX0

is a basis, there is α ∈ Λ such that x0 ∈ Uα ∩X0 ⊆ U ∩X0. If x /∈ Uα, then x belongs
to the closed set X \ Uα, and hence {x} ⊆ X \ Uα, which contradicts the assumption
that x0 ∈ {x}. Therefore, x ∈ Uα. Since closure of any point in X contains a closed
point, it follows that BX is an open cover for X .

It remains to show that for x ∈ Uα ∩ Uβ , there is γ ∈ Λ such that x ∈ Uγ ⊆ Uα ∩ Uβ .

Step 2. Assume that, for any open subset U of X with x ∈ U , there is a closed point
x0 ∈ {x} ∩ U . For then, taking U = Uα ∩ Uβ , we can find a γ ∈ Λ such that

x0 ∈ Uγ ∩X0 ⊆ Uα ∩ Uβ ∩X0.

Then we will have Uγ ⊆ Uα ∩ Uβ . Indeed, for each z ∈ Uγ , by above assumption there
is a closed point z0 ∈ {z} ∩ Uα ∩ Uβ . Then by Step 1, we have z ∈ Uα ∩ Uβ .

Step 3. We now prove the assumption of Step 2. Since the statement is local, we may
assume that X = Spec(A), for some finitely generated k-algebra A. For each f ∈ A,
let Df := {q ∈ Spec(A) : f /∈ q}. Since {Df : f ∈ A} forms a basis for the Zariski
topology on Spec(A), any point p ∈ Spec(A) is contained in Df , for some f ∈ A\{0}.
We claim that, there is a closed point (maximal ideal) m ∈ Df with p ⊂ m. If not, then
all closed points (maximal ideal) m ∈ Max(A/p) ⊂ Spec(A/p) lies outside Df . Since
A/p is a finitely generated k-algebra, we have

Jac(A/p) =
⋂

m∈Max(A/p)

m =
⋂

q∈Spec(A/p)

q = Nil(A/p),

which is zero because A/p is an integral domain. This contradicts the fact that f 6= 0

in A/p. This completes the proof. �

Although we don’t need full strength of the following Lemma 8.6.14 here, let me
mention it here since it can be useful in may purpose. I thank Saurav Bhaumik for
explaining it to me.
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Lemma 8.6.14. Any polarized reduced projective scheme locally of finite type over a field
can be reconstructed from its set of closed points.

Proof. Let X be a reduced projective k-scheme, which is locally of finite type over
Spec(k). If IX ⊂ OPnk is the ideal sheaf of a closed embedding ι : X ↪→ Pnk , for some
integer n ≥ 1, then X ∼= Proj(S/I), where I :=

⊕
i≥0

H0(Pnk ,IX(i)) is the homogeneous

ideal of the graded k-algebra S := k[x0, . . . , xn]. Therefore, it suffices to show that, I
coincides with the ideal of homogeneous polynomials in S vanishing at each closed
point of X . It follows from the exact sequence

0 −→ H0(Pnk ,IX(i)) −→ H0(Pnk ,OX(i)) −→ H0(X,OX(i))

that H0(Pnk ,IX(i)) can be identified with the set of all homogeneous polynomials of
degree i in S that vanishes at each point of X . Therefore, it suffices to show that, if X
is a finite type reduced k-subscheme of a k-scheme X̃ , a section s ∈ H0(X̃, L) of a line
bundle L on X̃ vanishes at every closed points ofX if and only if s|X = 0. This can be
checked locally. Take an affine open subset U = Spec(A) of X such that L

∣∣
U

is trivial.
Then s

∣∣
U

is given by an element f ∈ A. Since s vanishes at every closed points of X ,
f ∈ Jac(A). Since X is locally of finite type over Spec(k), Jac(A) = Nil(A), which is
zero because X is reduced. Therefore, f = 0, and hence s

∣∣
X

= 0. Hence the result
follows. �

Remark 8.6.15. There is a more geometric proof of ampleness of ωY or its dual in
Theorem 8.1.1 when k is algebraically closed. The idea is to use the fact that line
bundle is very ample if and only if it separates points and tangent vectors.

Alternative proof of ampleness of ωY or its dual, for k = k. In this subsection, we assume
that k is algebraically closed. Let X be a projective k-scheme.

Definition 8.6.16. An invertible sheaf of OX-modules L on X is said to be very ample
if there is a closed embedding ι : X ↪→ Pnk , for some n ≥ 1, such that L ∼= ι∗(OPnk (1)).

It should be noted that, an invertible sheaf L on X is ample if and only if Lm is
very ample, for some integer m� 0; [Har77].

Definition 8.6.17. Let L be an invertible sheaf of OX-modules on X . We say that,

(i) L separates points if for any two closed points p, q ∈ X , there is a section s ∈
H0(X,L) such that sp ∈ mpLp and sq /∈ mqLq.

(ii) L separates tangent vectors if for any closed point p ∈ X and any tangent vector
v ∈ TpX = (mp/m

2
p)
∗, there is a non-zero section s ∈ H0(X,L) such that sp ∈

mpLp and v /∈ TpV , where V is the divisor of zero locus of s.
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Note that, an invertible sheaf L on X separate tangent vectors if and only if for
each closed point x ∈ X , the set {s ∈ H0(X,L) : sx ∈ mxLx} spans the k-vector space
Lx ⊗ (mx/m

2
x).

Theorem 8.6.18. [Har77, Proposition II.7.3] LetX be a projective k-scheme. An invertible
sheaf ofOX-modules on X is very ample if and only if it separate points and tangent vectors.

Continuing with above notations, it follows from the Definition 8.6.17 that L ∈
Pic(X) separates points if and only if for any two closed points x1, x2 ∈ X with
x1 6= x2, the restriction homomorphism (to the fibers)

(8.6.19) rx1,x2 : L −→ (L⊗ k(x1))⊕ (L⊗ k(x2)) ∼= k(x1)⊕ k(x2)

induces a surjective homomorphism

(8.6.20) H0(rx1,x2) : H0(X,L) −→ H0(X, k(x1)⊕ k(x2)).

Let Y be a smooth projective k-variety, and F : Db(X) −→ Db(Y ) be an exact equiv-
alence of k-linear graded categories. Then we have the following commutative dia-
gram

(8.6.21)
H0(X,ωiX)

F ∼=
��

H0(rx1,r2 )
// H0(X, k(x1)⊕ k(x2))

F∼=
��

H0(Y, ωiY )
H0(ry1,y2 )

// H0(Y, k(y1)⊕ k(y2))

where yj ∈ Y is the closed point such that F (k(xj)) = k(yj), for all j = 1, 2. Therefore,
ωiX separates points if and only if ωiY separates points.

To see ωiY separates tangent vectors if and only if ωiX do the same, first we need
the following observation.

Lemma 8.6.22. Let X be a scheme over any field k. To give a point x ∈ X with residue
field k(x) = k and a tangent vector v ∈ TxX = (mx/m

2
x)
∗ is equivalent to give a subscheme

Zx ⊂ X , supported at x, of length 2 (i.e., dimkH
0(Zx,OZx) = 2).

Let Zy ⊂ Y be a subscheme of length 2 supported at a closed point y ∈ Y . Then
we have an exact sequence

(8.6.23) 0 −→ k(y) −→ OZy −→ k(y) −→ 0 .

Therefore, Zy is given by an non-trivial extension class

(8.6.24) ΦZy ∈ Ext1(k(y), k(y)).

Since F is fully faithful, ΦZy ∈ Ext1(k(y), k(y)) corresponds to a non-trivial extension
class

(8.6.25) F (ΦZy) ∈ Ext1(k(xy), k(xy)),
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where xy ∈ X is the closed point satisfying F (k(xy)) = k(y). Then F (ΦZy) defines
a subscheme Zx ⊂ X of length 2 supported at x ∈ X . Therefore, F (OZx) = OZy .
Moreover, F gives an isomorphism

F : Hom(ωiX ,OZx)
'−→ Hom(ωiY ,OZy).

It follows from the Lemma 8.6.22 that a line bundle L on X separate tangent vectors
if and only if the homomorphism (induced by the restriction morphism)

(8.6.26) H0(X,L) −→ H0(X,OZx)

is surjective. Now it follows from the commutative diagram

(8.6.27)

H0(X,ωiX)

F '
��

// H0(X,OZx)

F'
��

H0(Y, ωiY ) // H0(Y,OZy)

that ωiX separate tangent vectors if and only if ωiY separate tangent vectors. Hence,
ωX (resp., ω∨X) is ample if and only if ωiY (resp., ω∨Y ) is ample.

8.7. Auto equivalence of derived category.

9. FOURIER-MUKAI TRANSFORMS

9.1. Integral functor. Let X and Y be smooth projective schemes defined over a
field k. Consider the two projections

(9.1.1) pX : X × Y −→ X and pY : X × Y −→ Y .

Definition 9.1.2. An integral functor with kernel P ∈ Db(X × Y ) is a functor

(9.1.3) ΦX→Y
P : Db(X) −→ Db(Y )

defined by
ΦX→Y
P (E) := pY ∗(p

∗
XE ⊗ P ), ∀ E ∈ Db(X);

where pY ∗, p∗X and ⊗ are derived functors.

When there is no confusion regarding the direction of the functor likely to arise,
we just drop the superscript X → Y from ΦX→Y

P , and simply denote it by ΦP . An
integral functor ΦP , which is an equivalence of categories, is called a Fourier-Mukai
functor with kernel P . We say that X and Y are Fourier-Mukai partner if there is a
Fourier-Mukai transform ΦP : Db(X)→ Db(Y ).

Remark 9.1.4. Since the derived functors p∗X , pY ∗ and ⊗ are exact, ΦP is exact.

Example 9.1.5 (Examples of integral functors). Let X be a proper k-scheme.
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(i) The identity functor Id : Db(X) −→ Db(X) is naturally isomorphic to the
Fourier-Mukai transform with kernel O∆X

, where ∆X ⊂ X × X is the diag-
onal.

Let pi : X × X → X be the projection onto the i-th factor, for i = 1, 2. Let
ι : X

'−→ ∆ ⊂ X ×X be the embedding of the diagonal into X ×X . Let O∆ be
the structure sheaf of the diagonal ∆. Then for any E• ∈ Db(X), we have

ΦO∆
(E•) = p1∗(p

∗
2E
• ⊗O∆) = p1∗(p

∗
2E
• ⊗ ι∗OX)

∼= p1∗(ι∗(ι
∗(p∗2E

•)⊗OX)), by projection formula;

∼= (p1 ◦ ι)∗(p2 ◦ ι)∗(E•) ∼= E•, since p1 ◦ ι = IdX = p2 ◦ ι.

(ii) (Pullback and direct image functors) Let f : X → Y be a morphism of smooth
projective k-schemes. ThenRf∗ : Db(X) −→ Db(Y ) is isomorphic to the integral
functor ΦX→Y

OΓf
, where Γf ⊂ X × Y is the graph of f . Indeed, take any E• ∈

Db(X) := Db(Coh(X)). Then

ΦX→Y
OΓf

(E•) = Rp2∗((Rp
∗
1E
•)

L
⊗OΓf )

∼= Rf∗E
•.

On the other hand, taking integral functor on the reverse direction with the
same kernel gives a natural isomorphism of functors ΦY→X

OΓf

∼= Lf ∗.

(iii) The cohomology functor H∗(X,−) : Db(X) −→ Db(Vect(k)) is isomorphic to
the integral functor Φ

X→Spec(k)
OΓf

, where Γf ⊂ X × Spec(k) is the graph of the
structure morphism f : X → Spec(k) of X .

(iv) Let L be an invertible sheaf on a proper k-scheme X . Let ι : X
'
↪→ ∆X ⊂ X ×X

be the diagonal immersion. Then the integral functor Φι∗L is isomorphic to the

functor L
L
⊗−. Indeed, for any E• ∈ Db(X) we have

Φι∗L(E•) = p2∗((p
∗
1E
•)⊗ ι∗(L)) ∼= E•

L
⊗L.

(v) The shift functor T : Db(X) → Db(X) given by T (E•) = E•[1], for all E• ∈
Db(X), is isomorphic to the integral functor ΦO∆[1].

(vi) Let X be a smooth projective k-variety of dimension n. Recall that the Serre
functor SX : Db(X) → Db(X) is defined by E• 7→ (E• ⊗ ωX)[n]. Since the
integral functor Φι∗ωiX

is isomorphic to SiX [−ni] for all i ∈ Z, as a corollary to
Proposition 9.1.21 below, we conclude that SX is an integral functor with kernel
(ι∗ωX) ∗ (O∆[n]).

(vii) (Kodaira-Spencer morphism) Let X and T be smooth projective k-varieties. Let
P be a coherent sheaf on X × T flat over T , and consider the integral functor
ΦT→X
P : Db(T ) −→ Db(X) with kernel P . Fix a k-rational point t ∈ T (i.e., a
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closed point t ∈ T with k(t) ∼= k), we have

ΦT→X
P (k(t)) = RpX∗

(
(Lp∗Tk(t))

L
⊗P
) ∼= Pt,

where Pt := P
∣∣
X×{t} considered as a coherent sheaf on X .

Note that, a tangent vector v ∈ TtT at t is uniquely defined by a subscheme
Zv ⊂ T of length 2 (i.e., dimkH

0(Zv,OZv) = 2) concentrated at t. Then we have
a short exact sequence

(9.1.6) 0 −→ k(t) −→ OZv −→ k(t) −→ 0.

Pulling back this exact sequence by pT and tensoring with P (note that, P is flat
over T by assumption), we get a short exact sequence

(9.1.7) 0 −→ Pt −→ P
∣∣
X×Zv

−→ Pt −→ 0.

Considering this as a sequence on X , we get an extension class in Ext1
X(Pt,Pt).

Now one can check that, this gives a k-linear map

(9.1.8) KSt : TtT −→ Ext1
X(Pt,Pt),

known as the Kodaira-Spencer map. It follows from the above construction that
the following diagram is commutative.

(9.1.9)

TtT = Ext1
T (k(t), k(t))

'
��

KSt // Ext1
X(Pt,Pt)

'
��

HomDb(T )(k(t), k(t)[1])
ΦX→TP // HomDb(X)(Pt,Pt[1])

In other words, the Kodaira-Spencer morphism KSt is compatible with the in-
tegral functor ΦT→X

P .

Remark 9.1.10. Note that, an integral functor need not be compatible with Serre
functors (c.f., Section §4). For example, let X be a smooth projective k-scheme of
dimension n ≥ 1. Let f : X −→ Spec(k) be the structure morphism. Then the
right derived functor Rf∗ : Db(X) −→ Db(Vect(k)) sends a coherent sheaf E on X to
the graded k-vector space H∗(X,E) :=

⊕
i≥0

H i(X,E). Note that SSpec(k)(H
0(X,E)) =

H0(X,E), for all i ≥ 0. Again R0f∗(SX(E)) ∼= Ext0(OX , SX(E)) = Ext0(OX , E ⊗
ωX [n]) ∼= Extn(OX , E ⊗ ωX) ∼= Hn(X,E ⊗ ωX). Since Hn(X,E ⊗ ωX) 6∼= H0(X,E), in
general, we conclude that Rf∗ ◦ SX 6∼= SSpec(k) ◦Rf∗.

We are interested to know when an integral functor ΦX→Y
P : Db(X) → Db(Y ) is

a Fourier-Mukai transform (i.e., an equivalence of categories). For ΦX→Y
P to be an

equivalence of categories, it must admit both left adjoint and right adjoint. As a first
step towards this, we show that an integral functor ΦX→Y

P always admit both left
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adjoint and right adjoint, which are again integral functors, and their kernels can be
explicitly described.

Let X and Y be smooth projective k-schemes, and pX and pY denote the projection
morphisms from X × Y onto X and Y , respectively.

Definition 9.1.11. For any object P ∈ Db(X × Y ), we define

PL := P∨ ⊗ p∗Y ωY [dimY ], and PR := P∨ ⊗ p∗XωX [dimX].

Note that, both PL and PR are objects of Db(X × Y ).

Proposition 9.1.12. There is a natural isomorphism of functors

ΦY→X
PR

∼= SX ◦ ΦPL ◦ S−1
Y .

Proof. It suffices to show that there are natural isomorphism of functors

(9.1.13) ΦY→X
PL

∼= ΦY→X
P∨ ◦ SY and ΦY→X

PR (E•) ∼= SX ◦ ΦY→X
P∨ .

For any E• ∈ Db(Y ), we have

ΦY→X
PL (E•) = RpX∗

(
(Lp∗YE

•)
L
⊗PL

)
∼= RpX∗

(
(Lp∗YE

•)
L
⊗(P∨ ⊗ p∗Y ωY [dimY ])

)
∼= RpX∗

(
(Lp∗YE

•)
L
⊗(p∗Y ωY [dimY ])

L
⊗P∨

)
∼= RpX∗

(
Lp∗Y (E•

L
⊗ωY [dimY ])

L
⊗P∨

)
∼= RpX∗

(
Lp∗Y (SY (E•))

L
⊗P∨

)
= (ΦY→X

P∨ ◦ SY )(E•)

Similarly, we have

ΦY→X
PR (E•) = RpX∗

(
(Lp∗YE

•)
L
⊗(P∨ ⊗ p∗XωX [dimX])

)
∼= RpX∗

(
(Lp∗YE

•)
L
⊗P∨

) L
⊗ωX [dimX], by projection formula.

= ΦP∨(E•)
L
⊗ωX [dimX]

= (SX ◦ ΦY→X
P∨ )(E•).

Hence the result follow. �

Theorem 9.1.14 (Grothendieck-Verdier duality). Let f : X −→ Y be a morphism of
smooth schemes over a field k of relative dimension dim(f) := dim(X)− dim(Y ). Let

(9.1.15) ωf := ωX ⊗ f ∗ω∨Y
be the relative dualizing sheaf of f . Then for any F • ∈ Db(X) and E• ∈ Db(Y ), there is a a
functorial isomorphism

(9.1.16) Rf∗RHom(F •, Lf ∗(E•)
L
⊗ωf [dim(f)])

'−→ RHom(Rf∗F
•, E•) .
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Proposition 9.1.17 (Mukai). Let X and Y be smooth projective k-schemes. Let F = ΦP :

Db(X) −→ Db(Y ) be an integral functor with kernel P ∈ Db(X × Y ). Then ΦPL (resp.,
ΦPR) is the left adjoint (resp., right adjoint) of F .

Proof. This is an application of Grothendieck-Verdier duality (Theorem 6.9.1), pro-
jection formula and compatibilities among derived functors. The relative dualizing
sheaf for the projection morphism pX : X × Y → X is

ωpX := ωX×Y ⊗ p∗Xω∨X ∼= p∗Y ωY ⊗ p∗XωX ⊗ p∗Xω∨X ∼= p∗Y ωY ,

and the relative dimension of pX is dim(pX) := dim(X × Y )− dim(X) = dim(Y ). For
any E• ∈ Db(Y ) and F • ∈ Db(X), we have

HomDb(X)(Φ
Y→X
PL (E•), F •) = HomDb(X)

(
RpX∗(Lp

∗
YE
• L⊗PL), F •

)
∼= HomDb(X×Y )

(
Lp∗YE

• L⊗PL, p∗XF •
L
⊗ωpX [dim(pX)]

)
, by Theorem 6.9.1.

∼= HomDb(X×Y )

(
Lp∗YE

• L⊗PL, p∗XF •
L
⊗p∗Y ωY [dim(Y )]

)
∼= HomDb(X×Y )

(
P∨

L
⊗p∗Y ωY [dim(Y )]

L
⊗p∗YE•, Lp∗XF •

L
⊗p∗Y ωY [dimY ]

)
∼= HomDb(X×Y )

(
P∨

L
⊗p∗YE•, p∗XF •

)
∼= HomDb(X×Y )

(
p∗YE

•,P
L
⊗p∗XF •

)
∼= HomDb(Y )

(
E•, RpY ∗(P

L
⊗p∗XF •)

)
= HomDb(Y )

(
E•,ΦX→Y

P (F •)
)
.

Therefore, ΦY→X
PL is the left adjoint of ΦX→Y

P . To show ΦY→X
PR is the right adjoint of

ΦX→Y
P , one can again do similar calculations as above, or alternatively use Proposi-

tion 9.1.12 and Lemma 9.1.18 (below) to complete the proof. �

Lemma 9.1.18. Let A and B be two k-linear categories with finite dimensional Homs. As-
sume that A and B admits Serre functors SA and SB, respectively. Let F : A −→ B and
G : B −→ A be k-linear functors. If G is the left adjoint of F , then SA ◦G ◦ S−1

B is the right
adjoint of F .

Proof. For A ∈ A and B ∈ B we have the following sequence of natural isomor-
phisms

Hom
(
A, (SA ◦G ◦ S−1

B )B
) ∼= Hom

(
(G ◦ S−1

B )(B), A
)∗

∼= Hom
(
S−1
B (B), F (A)

)
∼= Hom

(
F (A), SB(S−1

B (B))
)

∼= Hom
(
F (A), B

)
.

Hence the result follow. �
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An important property of integral functors is that composition of two integral
functors is again integral, and its kernel is given by convolution product, which we
explain below. Let X, Y and Z be proper k-schemes. Consider the diagram

(9.1.19)

X × Y × Z
pXY

ww
pXZ
��

pY Z

''
X × Y X × Z Y × Z ,

where pXY , pY Z and pXZ are projection morphisms. For P ∈ D−(X × Y ) and Q ∈
D−(Y × Z), we define their convolution product to be the object

(9.1.20) Q ∗ P := pXZ∗
(
(p∗XY P )⊗ (p∗Y ZQ)

)
∈ D−(X × Z).

Clearly, Q ∗ P is naturally isomorphic to P ∗ Q. Proof of the following result is an
easy consequence of projection formula.

Proposition 9.1.21 (Mukai). For any P ∈ D−(X × Y ) and Q ∈ D−(Y × Z), there is a
natural isomorphism of functors

ΦY→Z
Q ◦ ΦX→Y

P
∼= ΦX→Z

Q∗P .

Proof. Proof is very simple, but what makes it difficult is to work with 11 projection
morphisms. The following commutative diagram could be useful to keep track of
the morphisms.

X × Y × Z

p∗XY P⊗p
∗
Y ZQ

��pX

		

pXY

tt
pXZ

��

pZ

��

pY Z

**
X × Y
P ��

q

{{

p

##

Y × Z
Q ��

u

{{

t

##
X Y X × Z

R
WW

s

yy

r

%%

Y Z

X Z
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Let R := Q ∗ P = pXZ∗
(
p∗XYP ⊗ p∗Y ZQ

)
∈ Db(X × Z) be the convolution product of

P and Q. Then for any E• ∈ D−(X), we have

ΦX→Z
R (E•) = r∗(Ls

∗E• ⊗R)

= r∗
(
s∗E• ⊗ pXZ∗

(
p∗XYP ⊗ p∗Y ZQ

))
∼= r∗

(
pXZ∗(p

∗
XE

• ⊗ p∗XYP ⊗ p∗Y ZQ)
)
, by projection formula.

∼= pZ∗
(
p∗XY (q∗E• ⊗ P)⊗ p∗Y ZQ

)
, since r ◦ pXZ = pZ .

∼= t∗pY Z∗
(
p∗XY (q∗E• ⊗ P)⊗ p∗Y ZQ

)
, since t ◦ pY Z = pZ .

∼= t∗
(
pY Z∗p

∗
XY (q∗E• ⊗ P)⊗Q

)
, by projection formula.

∼= t∗
(
u∗p∗(q

∗E• ⊗ P)⊗Q
)
, by flat base change pY Z∗ ◦ p∗XY = u∗ ◦ p∗.

= t∗
(
u∗ΦX→Y

P (E•)⊗Q) = (ΦY→Z
Q ◦ ΦX→Y

P )(E•)

This completes the proof. �

Remark 9.1.22. If the composite functor ΦY→Z
Q ◦ ΦX→Y

P is not an equivalence of cate-
gories, then the kernelR := P ∗ Q is not necessarily unique. However this choice of
R is a natural one in the sense that it is compatible with taking left adjoint and right
adjoint. More precisely, we have natural isomorphism of functors

(9.1.23) ΦRL
∼= pXZ∗

(
p∗XYPL ⊗ p∗Y ZQL

)
and ΦRR

∼= pXZ∗
(
p∗XYPR ⊗ p∗Y ZQR

)
.

This can easily be checked using Grothendieck-Verdier duality as in Proposition
9.1.17.

Remark 9.1.24. Let P ,Q ∈ Db(X × Y ). Then any morphism ϕ ∈ HomDb(X×Y )(P ,Q)

induces a morphism of the associated integral functors: Φϕ : ΦP −→ ΦQ. One might
wonder if this induced morphism Φϕ is non-trivial if ϕ is non-trivial. In general,
the answer is no! For example, let C be an elliptic curve over a field k, and denote
by ∆ the image of the diagonal embedding C ↪→ C × C. Consider O∆ as an object
of Db(C × C). Using Serre duality on the product C × C, one can conclude that
dimk Ext2(O∆,O∆) = 1. So there is a non-trivial morphism

(9.1.25) f : O∆ −→ O∆[2]

in Db(C × C). This morphism f induce a morphism of associated integral functors

(9.1.26) Φf : ΦO∆
−→ ΦO∆[2].

Note that, ΦO∆
∼= IdDb(C), and ΦO∆[2] is isomorphic to the 2-shift functor E• 7→ E•[2].

However, Φf = 0. To see this, note that C being one dimensional, Ext2(E,E) = 0 for
any coherent sheaf E on C. So the induced morphism Φf (E) : ΦO∆

(E) −→ ΦO∆[2](E)

is trivial. Since any object of Db(C) is isomorphic to a finite direct sum of shifted
coherent sheaves on C, we conclude that Φf (E

•) : E• −→ E•[2] is zero, for any
E• ∈ Db(C).
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The following useful results are easy to verify.

Proposition 9.1.27. Let X, Y and Z be smooth projective k-schemes. Let P ∈ Db(X × Y ).

(i) For any morphism f : Y −→ Z of k-schemes, we have an isomorphism of functors
Rf∗ ◦ ΦX→Y

P
∼= ΦX→Z

(IdX ×f)∗P .
(ii) For any morphism f ′ : Z −→ Y of k-schemes, we have an isomorphism of functors

Lf ∗ ◦ ΦX→Y
P

∼= ΦX→Z
(IdX ×f ′)∗P .

(iii) For any morphism g : Z → X of k-schemes, we have an isomorphism of functors
ΦX→Y
P ◦Rg∗ ∼= ΦZ→Y

(g×IdY )∗P .
(iv) For any morphism g′ : X → Z of k-schemes, we have an isomorphism of functors

ΦX→Y
P ◦ Lg∗ ∼= ΦZ→Y

(g′×IdY )∗P .

It is natural to ask which functors are isomorphic to an integral functor? The
answer is given by the celebrated representability theorem due to Orlov [Orl03].
Orlov’s representability theorem says that, if X and Y are smooth projective varieties
defined over a field k, then any exact fully faithful functor F : Db(X) −→ Db(Y ) admit-
ting both left and right adjoints is isomorphic to an integral functor ΦX→Y

PF
, where PF ∈

Db(X × Y ) is unique up to isomorphism.

In their celebrated paper [BvdB03], Bondal and Van den Bergh proved a deep re-
sult which ensures that any exact functor F : Db(X)→ Db(Y ) admits a right adjoint.
Since both Db(X) and Db(Y ) admit Serre functors, it follows from Lemma 9.1.18 that
F admits a left adjoint too. Therefore, the assumption of existence of both left and
right adjoints of F is redundant, and we get the following stronger version of Orlov’s
representability theorem (whose proof will be given later).

Theorem 9.1.28. Let X and Y be two smooth projective k-varieties. Let

F : Db(X) −→ Db(Y )

be an exact fully faithful functor (resp., exact equivalence of categories). Then there is an
object PF ∈ Db(X×Y ), unique up to isomorphism, such that F is isomorphic to the integral
functor ΦX→Y

PF
with kernel PF .

As an immediate corollary to this, we get the following.

Corollary 9.1.29. Let X and Y be smooth projective k-varieties with an exact equivalence
of derived categories F : Db(X) −→ Db(Y ). Then dimk(X) = dimk(Y ).

Proof. By Orlov’s representability theorem, there is an object P ∈ Db(X ×Y ), unique
up to isomorphism, such that F ∼= ΦP . By Proposition 9.1.17, due to Mukai, F admits
both left adjoint and right adjoint, which are also Fourier-Mukai transformations



Page 80 of 126 Notes on derived category

with kernels

(9.1.30) PL := P∨
L
⊗p∗Y ωY [dimY ] and PR := P∨

L
⊗p∗XωX [dimX],

respectively. Since F is an equivalence of categories, ΦY→X
PL

∼= ΦY→X
PR . Since quasi-

inverse of F is also an exact equivalence from Db(Y ) to Db(X), using uniqueness (up
to isomorphism) of kernel of a Fourier-Mukai transformation (c.f., Theorem 9.1.28),
we conclude that PL ∼= PR in Db(X × Y ). Therefore,

(9.1.31) P∨ ∼= P∨
L
⊗
(
p∗XωX

L
⊗p∗Y ω∨Y [dimX − dimY ]

)
.

From this, it follows that dimX = dimY . �

LetX and Y be smooth projective k-varieties. We show that if an exact equivalence
F : Db(X) → Db(Y ) sends skyscraper sheaves k(x) to skyscraper sheaves k(yx),
where x ∈ X and yx ∈ Y are closed points, then there is an isomorphism of k-
schemes f : X → Y sending x to yx, and that F is isomorphic to (− ⊗ L) ◦ f∗, for
some L ∈ Pic(Y ). In particular, F is a Fourier-Mukai transform. First, we need the
following.

Lemma 9.1.32. Let φ : X −→ S be a morphism of k-schemes. For a closed point s ∈ S,
we denote by ιs : Xs ↪→ X the closed embedding of the scheme theoretic fiber Xs := X ×S
Spec(k(s)) over s into X . Let P ∈ Db(X) be such that for each closed point s ∈ S,
the derived pullback Lι∗sP ∈ Db(Xs) is a complex concentrated at degree 0. Then P is
isomorphic to a coherent sheaf on X flat over S.

Proof. Let

m := max{i ∈ Z : Hi(P) 6= 0}.

First, we show that m = 0. Then we show that

H−1(Lι∗sH0(P)) = 0, ∀ s ∈ S,

which implies Tor1(H0(P), k(s)) = 0, for all s ∈ S, and hence H0(P) is flat over S.
Finally to complete the proof, we show thatHq(P) = 0, for all q < 0.

Let s ∈ S be a closed point. Consider the spectral sequence

(9.1.33) Ep,q
2 := Hp(Lι∗s(Hq(P))) =⇒ Ep+q := Hp+q(Lι∗s(P)), ∀ P ∈ Db(X).

Then there is a closed point s ∈ S such that

E0,m
2 = H0(Lι∗s(Hm(P))) 6= 0;
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note that, this is just the ordinary pullback ofHm(P) ∈ Coh(X) over Xs.

E−2,m+1
2 = 0

++

E−1,m+1
2 = 0

++

E0,m+1
2 = 0

++

E1,m+1
2 = 0 E2,m+1

2

E−2,m
2

++

E−1,m
2

++

E0,m
2

++

E1,m
2 = 0 E2,m

2

E−2,m−1
2 E−1,m−1

2 E0,m−1
2 E1,m−1

2 = 0 E2,m−1
2 = 0

Since, by assumption, Em = Hm(Lι∗s(P)) = 0 except possibly for m = 0, we con-
clude that m = 0. Similarly, since H−1(Lι∗sP) = 0 by assumption, we have E−1,0

2 =

H−1(Lι∗sH0(P)) = 0, for all s ∈ S. Then Tor1(H0(P), k(s)) = 0, for all closed points
s ∈ S, and hence H0(P) is flat over S. Now H0(P) being flat over S, its higher
derived pullbacks E−p,02 = H−p(Lι∗sH0(P)) = Tor p(H0(P), k(s)) are trivial for p > 0.

Now it remains to show that Hq(P) = 0, for all q < 0. If not, then let n be the
largest integer such that n < 0 and Hn(P) 6= 0. Choose a closed point s ∈ S such
that Xs ∩ Supp(Hn(P)) 6= ∅. Since E−p,q2 = H−p(Lι∗sHq(P)) = 0, for all p < 0 and
q > m = 0, it follows that E0,n

∞ = E0,n
2 = H0(Lι∗sHn(P)) 6= ∅. This is a contradiction

because En = Hn(Lι∗sP) = 0, since n < 0. This completes the proof. �

Proposition 9.1.34. Let k be an algebraically closed field. Let X and Y be smooth projective
k-varieties with an exact equivalence F : Db(X) −→ Db(Y ). Suppose that for each closed
point x ∈ X there is a (unique) closed point yx ∈ Y such that F (k(x)) ∼= k(yx). Then
f gives rise to an isomorphism of k-schemes, also denoted by f : X −→ Y , such that
F ∼= (L⊗−) ◦ f∗, for some L ∈ Pic(Y ).

Proof. We only sketch a proof leaving the details to the readers. By Orlov’s repre-
sentability theorem 9.1.28, there is an object P ∈ Db(X × Y ), unique up to isomor-
phism, such that F ∼= ΦX→Y

P . By assumption,

(9.1.35) k(yx) ∼= F (k(x)) ∼= ΦX→Y
P (k(x)) = pY ∗

(
P
L
⊗p∗Xk(x)

) ∼= P∣∣{x}×Y .
Then by above Lemma 9.1.32, we may assume that P is a coherent sheaf on X × Y
flat over X . Then choosing local sections of P , using (9.1.35) we find a morphism of
k-schemes f : X −→ Y such that f(x) = yx, for all closed points x ∈ X .

Since {k(x) ∈ Db(X) : x is a closed point of X} spans Db(X), the exact equiva-
lence F : Db(X) → Db(Y ) ensures that the objects F (k(x)) ∼= k(f(x)) spans Db(Y ).
Therefore, for a closed point y ∈ Y , there is a closed point xy ∈ X such that

HomDb(Y )(F (k(xy)), k(y)[my]) 6= 0,
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for some integer my. This implies, k(y) is of the form k(f(x)) in Db(Y ). Therefore, f
is surjective over the set of closed points. Similarly, one can show that f is injective
at the level of closed points. Since the set of all closed points is dense in a finite
type k-scheme, f is birational. Then one can use Zariski’s main theorem and Stein
factorization to deduce that f is an isomorphism of k-schemes in characteristic 0. In
positive characteristic, one need to use exact quasi-inverse F−1 : Db(Y ) → Db(X) of
F to produce a morphism of k-schemes g : Y −→ X , which gives the inverse of f in
the category of k-schemes.

Eventually, P considered as a sheaf on its support, which is the graph of f in
X × Y , is a sheaf of constant fiber dimension 1, and hence is a line bundle. Since the
projection pY induces an isomorphism Supp(P)

'−→ Y , we can consider P as a line
bundle over Y . Then the result follows. �

Corollary 9.1.36 (Gabriel). Let X and Y be smooth projective k-varieties. If there is an
exact equivalence of abelian categories F : Coh(X) −→ Coh(Y ), then X is isomorphic to Y .

Proof. Clearly F give rise to an exact equivalence of derived categories F̃ : Db(X)→
Db(Y ). Then by Orlov’s theorem 9.1.28, there is an object P ∈ Db(X × Y ), unique up
to isomorphism, such that F̃ ∼= ΦP . An object E ∈ Coh(X) is called indecomposable if
any non-trivial epimorphism E � E ′′ in Coh(X) is an isomorphism. One can check
that, E ∈ Coh(X) is indecomposable if and only if E ∼= k(x), for some closed point
x ∈ X . Since an exact equivalence F : Coh(X) → Coh(Y ) sends indecomposable
object to indecomposable object, for each closed point x ∈ X , we find a closed point
f(x) ∈ Y with ΦP(k(x)) ∼= k(f(x)). Then by above Proposition, f give rise to a
morphism of k-schemes f : X → Y such that ΦP ∼= (L ⊗ −) ◦ f∗, for some L ∈
Pic(Y ). �

9.2. K-theoretic integral transformation.

Definition 9.2.1. Let A be an abelian category. Let F(A) be the free abelian group
generated by the set of all isomorphism classes of objects of A. Let N(A) be the
normal subgroup of F(A) generated by the elements [E ′]− [E] + [E ′′] ∈ F(A), where
0 → E ′ → E → E ′′ → 0 is an exact sequence in A. Then the Grothendieck group of A
is defined to be the quotient group

K0(A) := F(A)/N(A) .

Remark 9.2.2. The above definition of Grothendieck group perfectly make sense for
exact categories.

Let X be a smooth projective k-variety. Let Vect(X) be the full subcategory of
Coh(X), whose objects are locally free coherent sheaves on X . The category Vect(X)

is exact, but not abelian.
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Lemma 9.2.3. There is a natural isomorphism K0(Vect(X)) ∼= K0(Coh(X)).

Proof. The homomorphism ι∗ : K0(Vect(X)) → K0(Coh(X)) induced by the fully
faithful (inclusion) functor ι : Vect(X) ↪→ Coh(X) is injective. Since X is a smooth
projective algebraic k-variety, any E ∈ Coh(X) admits a finite resolution

0→ En → En−1 → · · · → E1 → E0 → E → 0,

with Ei ∈ Vect(X), for all i. The map given by sending [E] ∈ K0(Coh(X)) to
n∑
i=0

(−1)i[Ei] ∈ K0(Vect(X)) is independent of choice of the resolution of E, and is

a group homomorphism. This gives the inverse of ι∗. �

Define K0(X) := K0(Coh(X)). For E• ∈ Db(X), we associate an element

(9.2.4) [E•] :=
∑
j

(−1)j[Ej] ∈ K0(X).

Since any object of Coh(X) admits a finite resolution by locally free coherent sheaves
on X , any element of K0(X) can be written as a finite Z-linear combination

∑
i

αi[Ei],

withEi locally free coherent sheaves onX . One can use this to define a ring structure
on K0(X) by setting

(9.2.5) [E] · [F ] := [E ⊗ F ], ∀ E,F ∈ Coh(X),

and then extending this operation Z-linearly over K0(X). Define a map

(9.2.6) Db(X) −→ K0(X)

by sending E• ∈ Db(X) to [E•] :=
∑
j

(−1)j[Ej] ∈ K0(X). One can check that,

(9.2.7) [E•] =
∑
j

(−1)j[Hj(E•)]

in K0(X), and hence [E•] = [F •] in K0(X) whenever E• ∼= F • in Db(X). Note that,

[E•[i]] =
∑
j

(−1)jEi+j = (−1)i[E•] and [E• ⊕ F •] = [E•] + [F •].

Since X is a smooth projective k-variety, derived tensor product of two complexes
in Db(X) can be computed as a ordinary tensor product of bounded complexes of

locally free coherent sheaves on X isomorphic to them, [E•
L
⊗F •] = [E•] · [F •] in

K0(X). Therefore, the map Db(X)→ K0(X) given by E• 7−→ [E•] is compatible with
the natural additive and multiplicative structures on both sides.

Lemma 9.2.8. Let f : X −→ Y be a morphism of smooth projective k-varieties. Then f

induces a homomorphism of their Grothendieck groups f ∗ : K0(Y )→ K0(X).
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Proof. LetE ∈ Coh(Y ). Then f̃(E) :=
∑
i≥0

(−1)i[Lif ∗E] is an element of the free abelian

group generated by the isomorphism classes of objects from Coh(X). Since any exact
sequence

0→ E ′ → E → E ′′ → 0

in Coh(Y ) induces a (bounded) long exact sequence of OX-modules

· · · → Li+1f ∗E ′′ → Lif ∗E ′ → Lif ∗E → Lif ∗E ′′ → Li−1f ∗E ′ → · · · ,

we see that f̃(E) = f̃(E ′) + f̃(E ′′) in K0(X). Thus f̃ induces a well-defined group
homomorphism f ∗ : K0(Y )→ K0(X). �

Lemma 9.2.9. Let f : X → Y be a proper morphism of projective k-schemes. Then f

induces a homomorphism of Grothendieck groups f! : K0(X)→ K0(Y ).

Proof. Since f is proper, Rif∗(E) ∈ Coh(Y ), for all E ∈ Coh(X). Then following
the proof of the above Lemma 9.2.8, we see that [E] 7→

∑
i≥0

(−1)i[Rif∗(E)] gives the

required group homomorphism. �

Remark 9.2.10. Both f ∗ : K0(Y ) → K0(X) and f! : K0(X) → K0(Y ) are compat-
ible with derived pullback and derived direct image functors in the sense that the
following diagrams are commutative.

(9.2.11)

Db(Y )

[ ]

��

Lf∗ // Db(X)

[ ]

��

Db(X)

[ ]

��

Rf∗ // Db(Y )

[ ]

��
K0(Y )

f∗ // K0(X) K0(X)
f! // K0(Y )

Commutativity of the square on the left hand side is easy to check. To see the com-
mutativity of the square on the right hand side, we need to show that [Rf∗E

•] =∑
j

(−1)j[Rjf∗E
•] is equal to

f![E
•] =

∑
j

(−1)jf![Hj(E•)] =
∑
j

(−1)j
∑
i

(−1)i[Rif∗Hj(E•)],

which can be checked by using the Leray spectral sequence

(9.2.12) Ep,q
2 := Rpf∗Hq(E•) =⇒ Ep+q := Rp+qf∗(E

•).

Definition 9.2.13. We define the K-theoretic integral transform

ΦK0,X→Y
ξ : K0(X) −→ K0(Y )

with kernel ξ ∈ K0(X × Y ) by sending α ∈ K0(X) to ΦK0,X→Y
ξ (α) := pY !(ξ ⊗ p∗Xα).
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It follows from the above compatibility relations in (9.2.11) that the integral trans-
form is compatible with the corresponding K-theoretic integral transform in the
sense that the following diagram commutes.

(9.2.14)
Db(X)

[ ]

��

ΦX→YP // Db(Y )

[ ]

��
K0(X)

Φ
K0,X→Y
[P] // K0(Y )

Remark 9.2.15. The above compatibility between ΦX→Y
P and ΦK0,X→Y

[P] can also be
seen from the following more general fact: any exact functor F : Db(X) → Db(Y )

induces a group homomorphism FK0 : K0(X) −→ K0(Y ) such that FK0([E•]) =

[F (E•)], for all E• ∈ Db(X). In other words, the above diagram commutes.

Proposition 9.2.16. Let P ∈ Db(X×Y ). If the integral functor ΦX→Y
P : Db(X)→ Db(Y )

is an equivalence of categories, then the induced K-theoretic integral transform ΦK,X→Y
[P] :

K0(X)→ K0(Y ) is an isomorphism of abelian groups.

Proof. Note that, for Y = X and P = O∆X
, the induced K-theoretic integral trans-

form
ΦK,X→X
O∆X

: K0(X) −→ K0(X)

is just the identity mapK0(X). Since ΦX→Y
P is an equivalence of categories, its left ad-

joint and right adjoint functors are isomorphic, and they are quasi-inverse to ΦX→Y
P .

Note that, the left adjoint and right adjoint of ΦX→Y
P are again Fourier-Mukai func-

tors whose kernels are explicitly given by Proposition 9.1.17. Since the composite
Fourier-Mukai functor ΦY→X

PR ◦ ΦX→Y
P

∼= ΦO∆X
(resp., ΦX→Y

P ◦ ΦY→X
PR

∼= ΦO∆Y
) is iso-

morphic to the identity functor onDb(X) (resp.,Db(Y )), we have ΦK,X→Y
[P] ◦ΦK,Y→X

[PR] ∈
Aut(K0(Y )) and ΦK,Y→X

[PR] ◦ ΦK,X→Y
[P] ∈ Aut(K0(X)). Hence ΦK,X→Y

[P] is an isomor-
phism. �

Remark 9.2.17. For X and Y smooth projective k-varieties, following the similar
procedure, one can also define integral transformation at the level of Chow groups
ΦChow,X→Y
Z : CH∗(X) −→ CH∗(Y ) with kernel Z ∈ CH∗(X × Y ). However, since

Chow group and K0-group coincides after tensoring with Q, we don’t gain much.

9.3. Cohomological integral transformation. Let X be a smooth projective variety
over C. We denote by H∗(X,Q) the cohomology of the constant sheaf Q over the
underlying complex manifold ofX . Note that, H∗(X,Q) has a natural ring structure.
Moreover, any continuous map of compact connected complex manifolds f : X → Y

induces a ring homomorphism

(9.3.1) f ∗ : H∗(Y,Q) −→ H∗(X,Q).
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Let n = dim(X) and m = dim(Y ). Then by Poincaré duality

H i(X,Q) ∼= H2n−i(X,Q)∗ and H i(Y,Q) ∼= H2m−i(Y,Q)∗

to define

(9.3.2) f∗ : H∗(X,Q) −→ H∗+2m−2n(Y,Q)

as the dual of f∗ in (9.3.1). Then we have the following projection formula:

(9.3.3) f∗(f
∗(α) · β) = α · f∗(β).

Definition 9.3.4. Let X and Y be smooth projective varieties over C. Denote by pX
and pY the projection morphisms from X × Y onto X and Y , respectively. Given a
cohomology class α ∈ H∗(X × Y,Q), we define the cohomological integral transform

ΦH,X→Y
α : H∗(X,Q) −→ H∗(Y,Q)

by ΦH,X→Y
α (β) := pY ∗

(
α · p∗Xβ

)
, for all β ∈ H∗(X,Q). Note that, ΦH,X→Y

α is Q-linear.

Now one can use the Chern character map

(9.3.5) ch : K0(X) −→ H∗(X,Q)

to pass from Grothendieck’s K0-group to cohomology. Unfortunately, the Chern
character map (9.3.5) does not commute with integral transforms at the level of K0-
group and cohomology (i.e., the following diagram is not commutative), in general.

K0(X)

ch
��

Φ
K0,X→Y
α // K0(Y )

ch
��

H∗(X,Q)
ΦH,X→Y

ch(α) // H∗(Y,Q)

To remedy the situation, we need to consider the Todd class. By definition, Todd
class is multiplicative, i.e.,

(9.3.6) td(E1 ⊕ E2) = td(E1) · td(E2), ∀ E1, E2 ∈ Vect(X),

and for a line bundle L on X , we have

(9.3.7) td(L) :=
c1(L)

1− exp(−c1(L))
.

For X a smooth variety over C, we denote td(X) := td(TX). The key ingredient for
the compatibility relation is the Grothendieck-Riemann-Roch formula.

Theorem 9.3.8 (Grothendieck-Riemann-Roch). Let f : X −→ Y be a projective mor-
phism of smooth projective k-varieties. Then for any α ∈ K0(X), we have

ch(f!(α)) · td(Y ) = f∗(ch(α) · td(X)).

Taking f : X → Spec(k), the structure morphism of X , we get the following.
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Corollary 9.3.9 (Hirzebruch-Riemann-Roch formula). For any α ∈ K0(X), we have

χ(α) =

∫
X

ch(α) · td(X).

Remark 9.3.10. We define χ(E•) :=
∑
i

(−1)iχ(Ei), for all E• ∈ Db(X). By definition

of the map [ ] : Db(X) → K0(X) we have [E•[j]] =
∑
i

(−1)i[Ei+j] = (−1)j[E•] (see

(9.2.4)). Since the Chern character map

ch : K0(X)→ H∗(X,Q)

is additive, we have ch(E•) :=
∑
i

(−1)i ch([Ei]). As a result, for any E• ∈ Db(X),

from Corollary 9.3.9 we have

χ(E•) =
∑
j

(−1)jχ(Ej) =
∑
j

(−1)j
∫
X

ch([Ej]) · td(X) =

∫
X

ch([E•]) · td(X).

Definition 9.3.11 (Mukai vector). Mukai vector of a class α ∈ K0(X) (resp., an object
E• ∈ Db(X)) is defined to be the cohomology class

(9.3.12) v(α) := ch(α) ·
√

td(X)
(

resp., v(E•) := v([E•]) = ch([E•]) ·
√

td(X)
)
.

Here
√

td(X) is the cohomology class whose square is td(X), and its existence can
be shown by explicit computation with the formal (but finite) power series calcula-
tion. It follows from the above definition that the Mukai vector map

(9.3.13) v : K0(X) −→ H∗(X,Q)

is additive.

Corollary 9.3.14. Let X and Y be smooth projective C-varieties, and let α ∈ K0(X × Y ).
Then for any β ∈ K0(X), we have

(9.3.15) ΦH,X→Y
v(α)

(
ch(β) ·

√
td(X)

)
= ch

(
ΦK,X→Y
α (β)

)
·
√

td(Y ).

In other words, the following diagram is commutative.

(9.3.16)
K0(X)

v

��

ΦK,X→Yα // K0(Y )

v

��
H∗(X,Q)

ΦH,X→Y
v(α) // H∗(Y,Q).
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Proof. It suffices to show that the following diagram is commutative.

K0(X)

v

��

p∗X // K0(X × Y )

v(−)·
(√

td(Y )
)−1

��

·α // K0(X × Y )

v(−)·
√

td(X)
��

pY ! // K0(Y )

v

��
H∗(X,Q)

p∗X

// H∗(X × Y )
·v(α)

// H∗(X × Y ) pY ∗
// H∗(Y,Q).

Commutativity of the first two squares follows from projection formula and the com-
mutativity of the last square follows from Grothendieck-Riemann-Roch formula. �

Remark 9.3.17. In general, cohomological integral transform neither preserve grad-
ing nor the multiplicative structure of H∗(−,Q), even for the Mukai vector α = v(β).
However, it indeed preserve parity. More precisely, let P ∈ Db(X ×Y ), and consider
the associated integral functor

ΦX→Y
P : Db(X) −→ Db(Y ).

Denote by

(9.3.18) ΦH,X→Y
v(P) : H∗(X,Q)→ H∗(Y,Q), β 7−→ pY ∗

(
v(P) · p∗Xβ

)
the cohomological integral transform with the Kernel v(P) = ch([P ]) ·

√
td(X × Y ) ∈

H∗(X × Y,Q). Since the characteristic classes ch and td takes values in even pieces
of H∗(−,Q), it follows that

ΦH,X→Y
v(P) (Heven(X,Q)) ⊂ Heven(Y,Q) and ΦH,X→Y

v(P) (Hodd(X,Q)) ⊂ Hodd(Y,Q).

Actually the singular cohomology theory H∗(X,Q) is not the right target for the
Mukai vector to consider. A. Căldăraru argued that it is the Hochschild cohomology
theory one need to consider for studying the map ΦH,X→Y

v(P) to get the graded and mul-
tiplicative structure of the corresponding source and target of ΦH,X→Y

v(P) be preserved.
We shall discuss it later.

Remark 9.3.19. In general, given an exact equivalence of categories F : Db(X) −→
Db(Y ), we don’t know how to associate a cohomological integral transform F̃ :

H∗(X,Q) −→ H∗(Y,Q) with F without using the existence of kernel P of F (coming
from the Orlov’s representability theorem 9.1.28).

Proposition 9.3.20. Let ΦP : Db(X) → Db(Y ) and ΦQ : Db(Y ) → Db(Z) be two in-
tegral functors with kernels P ∈ Db(X × Y ) and Q ∈ Db(Y × Z), respectively. Let
ΦR : Db(X) → Db(Z) be their composite integral functor with R = Q ∗ P ∈ Db(X × Z).
Then the induced cohomological integral transforms ΦH,X→Y

v(P) , ΦH,Y→Z
v(Q) and ΦH,X→Z

v(R) satis-
fies ΦH,Y→Z

v(Q) ◦ ΦH,X→Y
v(P) = ΦH,X→Z

v(R) .

Proof. Similar to proof of Proposition 9.1.21. �
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Remark 9.3.21. The analogous statement for K-theoretic integral transforms follows
from Proposition 9.1.21 and the fact that the map Db(X) → K0(X), given by E• 7−→
[E•] :=

∑
j

(−1)j[Ej], is surjective. However, the map K0(X) → H∗(X,Q) is not

surjective, in general. In fact, the image of the Mukai vector map v : K0(X) →
H∗(X,Q) could be very small. Nevertheless, surprisingly we have the following.

Proposition 9.3.22. If P ∈ Db(X × Y ) defines an equivalence of categories

ΦX→Y
P : Db(X)→ Db(Y ),

then the induced cohomological integral transform

(9.3.23) ΦH,X→Y
v(P) : H∗(X,Q)→ H∗(Y,Q)

is an isomorphism of Q-vector spaces.

Proof. Since ΦX→Y
P is an exact equivalence, we have

ΦY→X
PR ◦ ΦX→Y

P
∼= IdDb(X)

∼= ΦX→X
O∆X

and ΦX→Y
P ◦ ΦY→X

PR
∼= IdDb(Y )

∼= ΦY→Y
O∆Y

.

Then by above Proposition 9.3.20, we have

ΦH,Y→X
v(PR) ◦ ΦH,X→Y

v(P) = ΦH,X→X
v(O∆X

) , and

ΦH,X→Y
v(P) ◦ ΦH,Y→X

v(PR) = ΦH,Y→Y
v(O∆Y

) .

Therefore, it is enough to show that ΦH,X→X
v(O∆X

) = IdH∗(X,Q) for any smooth projective
C-variety X . For this, using Grothendieck-Riemann-Roch theorem 9.3.8 for the di-
agonal embedding ι : X

∼=−→ ∆X ↪→ X ×X and [OX ] ∈ K0(X), we have

(9.3.24) ch(O∆X
) · td(X ×X) = ι∗

(
ch(OX) · td(X)

)
= ι∗ td(X).

Since ι∗
√

td(X ×X) = td(X), dividing both sides of (9.3.24) by
√

td(X ×X), we
have

(9.3.25) v(O∆X
) = ch(O∆X

) ·
√

td(X ×X) = ι∗(1).

Therefore, for any β ∈ H∗(X,Q), we have

ΦH,X→X
v(O∆X

) (β) = p2∗
(
v(O∆X

) · p∗1(β)
)

= p2∗
(
ι∗(1) · p∗1β

)
= p2∗

(
ι∗(1 · ι∗p∗1β)

)
= β.

This completes the proof. �

We shall show that the above Q-linear isomorphism ΦH,X→Y
v(P) in (9.3.23) is, in fact,

an isometry with respect to a natural quadratic form on H∗(−,Q), known as the
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Mukai pairing:

(9.3.26) 〈v, v′〉X :=

∫
X

exp

(
1

2
c1(X)

)
· (v∨ · v′),

where for v =
∑
j

vj ∈
⊕
j

Hj(X,C) we define its dual v∨ :=
∑
j

(√
−1
)j
vj ∈

⊕
j

Hj(X,C),

and c1(X) := c1(TX). More precisely, we shall show that

(9.3.27) 〈ΦH,X→Y
v(P) (α), ΦH,X→Y

v(P) (β)〉
Y

= 〈α, β〉X , ∀ α, β ∈ H∗(X, Q) .

Definition 9.3.28. For E•, F • ∈ Db(X), we define

χ(E•, F •) :=
∑
j

(−1)j dimk Extj(E•, F •) .

Let ΦX→Y
P : Db(X) → Db(Y ) be an equivalence of categories. Then the naturally

induced isomorphism of k-vector spaces

(9.3.29) ExtiX(E•, F •) ∼= ExtiY (ΦX→Y
P (E•),ΦX→Y

P (F •))

gives

(9.3.30) χ(E•, F •) = χ(ΦX→Y
P (E•), ΦX→Y

P (F •)).

We shall see that both sides of (9.3.30) can be interpreted as natural bilinear pairing
of Mukai vectors in H∗(−,Q), known as the Mukai pairing.

Since X is a smooth projective k-variety, replacing E• and F • with bounded com-
plexes of locally free coherent sheaves ofOX-modules isomorphic to them in Db(X),
one can show that

(9.3.31) χ(E•, F •) = χ(X, (E•)∨ ⊗ F •).

Then by Hirzebruch-Riemann-Roch formula, we have

χ(E•, F •) = χ(X, (E•)∨ ⊗ F •) =

∫
X

ch(E•∨) · ch(F •) · td(X)

=

∫
X

(
ch(E•∨) ·

√
td(X)

)
·
(

ch(F •) ·
√

td(X)
)

=

∫
X

v(E•∨) · v(F •) .(9.3.32)

Now we need to determine v(E•∨) in terms of v(E•). For this, we need the following
notion of dual vector.

Definition 9.3.33. For α =
∑
i

αi ∈
⊕
i

H2i(X,Q), we define its dual vector

α∨ :=
∑
i

(−1)iαi ∈
⊕
i

H2i(X,Q).
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Clearly, for any α =
∑
i

αi, β =
∑
i

βi ∈
⊕
i

H2i(X,Q), we have(
α + β

)∨
= α∨ + β∨, and

α∨ · β∨ =
∑
i

∑
j

(−1)i+jαi · βj =
(
α · β

)∨
.(9.3.34)

Lemma 9.3.35. With the above notations, we have

v(E•∨) = ch(E•∨) ·
√

td(X) = v(E•)∨ · exp

(
1

2
c1(X)

)
,

where c1(X) := c1(TX).

Proof. Recall that, for any locally free coherent sheaf ofOX-modulesE onX , we have
ci(E

∨) = (−1)ici(E) and chi(E
∨) = (−1)i chi(E), for all i ≥ 0. Therefore, we have

ch(E•)∨ =

(∑
i

(−1)i ch(Ei)

)∨
=

(∑
j≥0

(∑
i

(−1)i chj(E
i)
))∨

=
∑
j≥0

(−1)j
(∑

i

(−1)i chj(E
i)
)

=
∑
i

(−1)i
∑
j≥0

(−1)j chj(E
i)

=
∑
i

(−1)i
∑
j≥0

chj((E
i)∨) = ch(E•∨).

Then we have,

v(E•)∨ =
(

ch(E•) ·
√

td(X)
)∨

= ch(E•)∨ ·
√

td(X)
∨

⇒ v(E•)∨
√

td(X)√
td(X)

∨ = ch(E•∨)
√

td(X) = v(E•∨).

Therefore, it suffices to show that
√

td(X) =
√

td(X)
∨ ·exp(c1(X)/2) or, equivalently,

td(X) = td(X)∨ · exp(c1(X)). Since Todd class is multiplicative, using splitting prin-
cipal, we can write it as td(X) =

∏
i

γi
1−exp(−γi) . Using multiplicative property of dual

as in (9.3.34), we have td(X)∨ =
∏
i

(−γi)
1−exp(γi)

. Then using additivity of c1 we have,

td(X)

td(X)∨
=
∏
i

γi
1− exp(−γi)

∏
j

1− exp(γj)

−γj
=
∏
i

exp(γi) = exp(c1(TX)).

Hence the lemma follows. �

With the above observations in mind, it is natural to extend the Definition 9.3.33
to the following.
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Definition 9.3.36. For α =
∑
j

αj ∈
⊕
j

Hj(X,C), we define its dual

α∨ :=
∑
j

(
√
−1)jαj ∈

⊕
j

Hj(X,C).

Clearly, the above definition of dual vector is compatible with Definition 9.3.33.

Definition 9.3.37. The Mukai pairing on H∗(X,C) is a quadratic form defined by

(9.3.38) 〈α, β〉X :=

∫
X

exp

(
1

2
c1(X)

)
· (α∨ · β).

Here (α∨ · β) is the intersection product. Now it follows from (9.3.32) and Lemma
9.3.35 that

χ(E•, F •) =

∫
X

v(E•∨) · v(F •)

=

∫
X

v(E•)∨ · exp

(
1

2
c1(X)

)
· v(F •) = 〈v(E•), v(F •)〉 .(9.3.39)

Note that, the Mukai pairing is non-degenerate C-bilinear pairing on H∗(X,C).

Remark 9.3.40. (i) It is clear from the above Definition 9.3.37 that if c1(X) = 0, then
〈 , 〉X is symmetric if dim(X) is even, and alternating if dim(X) is odd.

(ii) If pY : X × Y → Y is the projection morphism, then for any α ∈ H∗(X × Y,C)

we have, (
pY ∗(α)

)∨
= (−1)dim(X)pY ∗(α

∨).

Proposition 9.3.41 (Andrei Căldăraru). Let ΦX→Y
P : Db(X)→ Db(Y ) be an equivalence

of categories. Then the induced cohomological Fourier-Mukai transform

ΦH,X→Y
v(P) : H∗(X,Q) −→ H∗(X,Q)

is isometric with respect to the Mukai pairing; i.e., for all α, β ∈ H∗(X,Q), we have

〈ΦH,X→Y
v(P) (α),ΦH,X→Y

v(P) (β)〉
Y

= 〈α, β〉X .

Proof. Since ΦX→Y
P is an exact equivalence of categories, dim(X) = dim(Y ) = n, say.

Since ΦH,X→Y
v(P) is a Q-linear isomorphism (see Proposition 9.3.22), it is enough to show

that,

(9.3.42) 〈ΦH,X→Y
v(P) (α), β〉

Y
= 〈α,

(
ΦH,X→Y
v(P)

)−1
(β)〉

X
,

for all α ∈ H∗(X,Q) and β ∈ H∗(Y,Q). Since ΦX→Y
P is an equivalence of categories,

by Proposition 9.1.17 ΦX→Y
PL is a quasi-inverse of ΦX→Y

P , where PL = P∨ ⊗ p∗Y (ωY )[n]
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and n = dim(X) = dim(Y ). Then by Proposition 9.3.20,
(
ΦH,X→Y
v(P)

)−1
= ΦH,X→Y

v(PL) .
Note that,

v(PL) = v(P∨ ⊗ p∗Y ωY [n]) = (−1)nv(P∨) · ch(p∗Y ωY )

= (−1)nv(P∨) · p∗Y exp(−c1(Y )).(9.3.43)

Now using multiplicative property of dual vectors (see (9.3.34)), Remark 9.3.40 (ii),
Lemma 9.3.35 and equation (9.3.43), we have

〈ΦH,X→Y
v(P) (α), β〉

Y

=

∫
Y

exp(c1(Y )/2) ·
(
pY ∗
(
v(P) · p∗Xα

))∨ · β
= (−1)n

∫
Y

exp(c1(Y )/2) · pY ∗
((
v(P) · p∗Xα

)∨) · β
= (−1)n

∫
X×Y

p∗Y (exp(c1(Y )/2)) · v(P)∨ ·
(
p∗Xα

)∨
p∗Y β

= (−1)n
∫
X×Y

p∗Y (exp(c1(Y )/2)) · v(P∨) · exp(−c1(X × Y )/2) ·
(
p∗Xα

)∨
p∗Y β

=

∫
X×Y

p∗X exp(c1(X)/2) · p∗Xα∨ · v(PL) · p∗Y β

=

∫
X

exp(c1(X)/2) · α∨pX∗
(
v(PL) · p∗Y β

)
= 〈α, ΦH,Y→X

v(PL) (β)〉
X

This completes the proof. �

9.4. Derived Torelli theorem for complex elliptic curves. Let C be a complex ellip-
tic curve. We would like to know if we can reconstruct C from its bounded derived
category Db(C). Since the canonical line bundle ωC is trivial, Bondal-Orlov’s recon-
struction theorem 8.1.1 does not applies here. However, by analyzing Hodge struc-
ture under cohomological Fourier-Mukai transforms, we can recover C from Db(C)

as follow.

Let X be a connected smooth projective variety over C. By Hodge theory, for each
i = 0, 1, . . . , 2 dimC(X), we have a direct sum decomposition

(9.4.1) H i(X,C) = H i(X,Q)⊗ C =
⊕
p+q=i

Hp,q(X),

with Hp,q(X) = Hq,p(X). Moreover, Hp,q(X) ∼= Hq(X,Ωp
X). Since the Chern classes,

and hence all characteristic classes, are algebraic (i.e., of the type (p, p)), the Mukai
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vector map factors through the algebraic part of the cohomology

(9.4.2) v(−) := ch(−)·
√

td(X) : K0(X) −→
⊕
p

Hp,p(X) ∩H2p(X,Q).

Then we have the following.

Proposition 9.4.3. Let X and Y be connected smooth complex projective varieties. Let
P ∈ Db(X × Y ). If ΦX→Y

P : Db(X) → Db(Y ) is an equivalence of categories, then the
induced cohomological Fourier-Mukai transform ΦH,X→Y

v(P) : H∗(X,Q) → H∗(Y,Q) gives
isomorphisms

(9.4.4)
⊕
p−q=i

Hp,q(X)
'−→

⊕
p−q=i

Hp,q(Y ), ∀ i = 0,±1, . . . ,± dimC(X).

Proof. Since ΦX→Y
P is an equivalence of categories, the induced Q-linear homomor-

phism ΦH,X→Y
v(P) : H∗(X,Q) → H∗(Y,Q) of rational cohomologies is an isomorphism

by Proposition 9.3.22. Therefore, it is enough to show that its C-linear extension
(obtained by applying (−)⊗Q C)

Φ̃H,X→Y
v(P) : H∗(X,C) −→ H∗(Y,C)

satisfies
Φ̃H,X→Y
v(P) (Hp,q(X)) ⊆

⊕
r−s=p−q

Hr,s(Y ).

For this, let

(9.4.5)
∑

αp
′,q′ � βr,s,

with αp
′,q′ ∈ Hp′,q′(X) and βr,s ∈ Hr,s(Y ), be the Künneth decomposition of v(P) =

ch(P) ·
√

td(X × Y ). Since the cohomology class v(P) is algebraic (i.e., of type (t, t)),
only terms with p′ + r = q′ + s contributes in (9.4.5).

Let α ∈ Hp,q(X) be such that ΦH,X→Y
v(P) (α) = pY ∗

(
v(P) · p∗Xα

)
∈ Hr,s(Y ). We need to

show that (r, s) satisfies r− s = p− q. Note that, by above assumption, only terms in
(9.4.5) with

(p, q) + (p′, q′) = (dim(X), dim(X))

contribute to ΦH,X→Y
v(P) (α). Hence p− q = q′ − p′ = r − s. In fact, we have

ΦH,X→Y
v(P) (α) =

∑(∫
X

α ∧ αp′,q′
)
βr,s ∈

⊕
r−s=p−q

Hr,s(Y ) .

This completes the proof. �

Theorem 9.4.6. Let C be an elliptic curve over C, and let C ′ be any connected smooth
projective variety over C. If there is an exact equivalence of categories F : Db(C)→ Db(C ′),
then C ∼= C ′ as complex varieties.
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Proof. Since F is an exact equivalence, we have dim(C ′) = dim(C) = 1. Denote by
g(C ′) the genus of the curve C ′. If g(C ′) 6= 1, then ωC′ is either ample or anti-ample,
and hence C ∼= C ′ by Bondal-Orlov’s reconstruction theorem 8.1.1, which is not
possible since C is an elliptic curve. Therefore, g(C ′) = 1, i.e., C ′ is an elliptic curve.

Now by Orlov’s representability theorem 9.1.28, there is an object P ∈ Db(C×C ′),
unique up to isomorphism, such that F ∼= ΦC→C′

P . Since v(P) = ch(P) ·
√

td(C × C ′)
is algebraic (i.e., of type (t, t)), the induced cohomological Fourier-Mukai transform

(9.4.7) ΦH,C→C′
v(P) : H∗(C,Q) −→ H∗(C ′,Q)

is a Q-linear isomorphism satisfying

ΦH,C→C′
v(P)

(
H1(C,Q)

)
= H1(C ′,Q) , and

ΦH,C→C′
v(P)

(
H0(C,Q)⊕H2(C,Q)

)
= H0(C ′,Q)⊕H2(C ′,Q).(9.4.8)

Recall that, the weight 1 Hodge structure determines the elliptic curve completely.
More precisely, we have C ∼= H1,0(C)∗/H1(C,Z) ∼= H0,1(C)/H1(C,Z).

Therefore, it suffices to show that the induced cohomological Fourier-Mukai trans-
form in (9.4.7) descends to

(9.4.9) ΦH,C→C′
v(P) : H∗(C,Z) −→ H∗(C ′,Z) .

Since C and C ′ are elliptic curves over C, we have td(C × C ′) = 1 and ch(P) = r +

c1(P)+ 1
2
(c2

1(P)−2c2(P)). Note that, the degree 4 term 1
2
(c2

1(P)−2c2(P)) could a priori
be non-integral. However, this term does not contribute to H1(C,Q) → H1(C ′,Q).
Hence the result follows. �

Remark 9.4.10. It turns out that, ch2(P) = 1
2
(c2

1(P)− 2c2(P)) is also integral.

9.5. Canonical ring and Kodaira dimension. In this subsection, we briefly recall the
notions of canonical ring and Kodaira dimension of a smooth projective k-variety,
and use Fourier-Mukai functor to show derived equivalence implies isomorphism
of canonical rings, and hence equality of Kodaira dimensions.

Definition 9.5.1. Let X be a smooth projective k-variety and L a line bundle on X .
The Kodaira dimension of L on (X) is the integer kod(X,L) := m such that the function

(9.5.2) Z→ Z, ` 7→ h0(L`) := dimkH
0(X,L`)

grows like a polynomial of degree m, for ` � 0. If h0(L`) = 0, for all ` > 0, we
define kod(X,L) = −∞. The integer kod(X) := kod(X,ωX) is called the it Kodaira
dimension of X .

For a line bundle L on X , the linear system |L| defines a rational morphism ϕL :

X 99K Ph
0(L)−1
k . The associated graded k-algebra R(X,L) :=

⊕
i≥0

H0(X,Li) is called



Page 96 of 126 Notes on derived category

the canonical ring of L. If kod(X,L) ≥ 0, it turns out that

kod(X,L) = max{dim(Im(ϕLi)) : i ≥ 0}
= trdegkQ(R(X,L))− 1 ,

whereQ(R(X,L)) is the field of fractions ofR(X,L). Moreover, we have kod(X,L) ≤
kod(X), for all L ∈ Pic(X). It is a well-known fact that Kodaira dimension is bira-
tional invariant, i.e., ifX and Y are two birational smooth projective k-varieties, then
kod(X) = kod(Y ).

For a smooth projective k-varietyX , we defineR(X) := R(X,ωX) =
⊕
i≥0

H0(X,ωiX).

Proposition 9.5.3 (Orlov). Let X and Y be smooth projective k-varieties. If there is an
exact equivalence F : Db(X) → Db(Y ), then R(X) ∼= R(Y ) as graded k-algebras. In
particular, kod(X) = kod(Y ).

Remark 9.5.4. Since we are not assuming ωX is ample or anti-ample, we cannot con-
clude if OX is an invertible object in Db(X). Therefore, one cannot apply the argu-
ments given in Step 1 and 2 of the proof of Bondal-Orlov’s reconstruction Theorem
8.1.1 to obtain the above result! Here we need Orlov’s representability theorem and
Fourier-Mukai functors to prove this result.

To prove Proposition 9.5.3, we need the following result, which is easy to check.

Proposition 9.5.5. Let X1, X2, Y1 and Y2 be smooth projective k-schemes. For each i = 1, 2,
consider the objects Pi ∈ Db(Xi×Yi), and denote by P1�P2 ∈ Db((X1×Y1)× (X2×Y2))

their external derived tensor product.

(i) Consider the induced integral functors ΦPi : Db(Xi) → Db(Yi), for i = 1, 2, and
ΦP1�P2 : Db(X1 ×X2) −→ Db(Y1 × Y2). Then there is an isomorphism

(9.5.6) ΦP1�P2(E•1 � E
•
2) ∼= ΦP1(E•1)� ΦP2(E•2) ,

which is functorial in E•i ∈ Db(Xi), for all i = 1, 2.
(ii) If ΦPi : Db(Xi) −→ Db(Yi) is an equivalence of categories, for i = 1, 2, then

ΦP1�P2 : Db(X1 ×X2) −→ Db(Y1 × Y2)

is also an equivalence of categories.
(iii) ForR ∈ Db(X1×X2), let S = ΦP1�P2(R) ∈ Db(Y1×Y2). Then the following diagram

commutes.

(9.5.7)
Db(X1)

ΦR
��

Db(Y1)
Φ
Y1→X1
P1oo

ΦS
��

Db(X2)
ΦP2 // Db(Y2)
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(It should be noted that, P1 is used in the above diagram to define integral functor in
the opposite direction).

We use the above Proposition with X1 = X2 = X , Y1 = Y2 = Y , P1 = P and
P2 = Q in the proof of Proposition 9.5.3 below.

Proof of Proposition 9.5.3. By Orlov’s representability theorem 9.1.28, there is an object
P ∈ Db(X × Y ), unique up to isomorphism, such that F ∼= ΦX→Y

P . In particular, the
left adjoint and the right adjoint functors of ΦX→Y

P ,

(9.5.8) ΦY→X
PL : Db(Y )→ Db(X) and ΦY→X

PR : Db(Y )→ Db(X),

respectively, are isomorphic, and hence by uniqueness (up to isomorphism) of kernel
in Orlov’s representability theorem 9.1.28, we have

(9.5.9) P∨ ⊗ p∗Y ωY [n] =: PL ∼= PR := P∨ ⊗ p∗XωX [n],

where n = dim(X) = dim(Y ) (c.f., Proposition 8.2.1).

Now we show that, the functor (note the change of direction from (9.5.8))

(9.5.10) ΦX→Y
PR : Db(X)→ Db(Y )

is also an equivalence. Since the composite functor

(9.5.11) Db(X)
ΦP−→ Db(Y )

ΦPR−→ Db(X)

is isomorphic to the identity functor on Db(X), again by uniqueness (up to isomor-
phism) of kernel, we have P ∗ PR := p13∗

(
p∗12P ⊗ p∗23PR

) ∼= O∆X
.

Y ×X
'
σ12ww

X × Y X × Y ×Xp12oo

p23

ww
p32

�� p13 ((

X × Y ×X'
τ13oo

p13

''

p23

hh

Y ×X '
σ12 // X × Y X ×X X ×X'

τ12oo

Applying the automorphism τ12 : X ×X → X ×X , which interchanges two factors,
we have

O∆X
∼= τ ∗12O∆X

∼= τ ∗12p13∗
(
p∗12P ⊗ p∗23PR

)
∼= p13∗τ

∗
13

(
p∗12P ⊗ p∗23PR

)
∼= p13∗

(
p∗32P ⊗ p∗21PR

)
∼= p13∗

(
p∗12PR ⊗ p∗23P

)
.(9.5.12)

Therefore, the composite functor

(9.5.13) Db(X)
ΦX→YPR−→ Db(Y )

ΦY→XP−→ Db(X)
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is also isomorphic to the identity functor on Db(X). Since ΦY→X
P is adjoint to ΦX→Y

PR ,
we conclude that ΦX→Y

PR is fully faithful.

Now interchanging the role of P andQ := PR ∼= PL, and using the fact that ΦY→X
Q

is the quasi-inverse of ΦX→Y
P and hence ΦY→X

Q is fully faithful, the same argument
shows that the composite functor

(9.5.14) Db(Y )
ΦP−→ Db(X)

ΦQ−→ Db(Y )

is also isomorphic to the identity functor on Db(Y ). Therefore, ΦX→Y
Q : Db(X) →

Db(Y ) is also an equivalence of categories.

By Proposition 9.5.5 the external derived tensor product Q � P ∈ Db((Y × X) ×
(X × Y )) ∼= Db

(
(X × X) × (Y × Y )

)
defines a Fourier-Mukai equivalence functor

ΦQ�P : Db(X ×X) −→ Db(Y × Y ), and if we define

(9.5.15) S := ΦQ�P(ι∗ω
i
X) ∈ Db(Y × Y ) ,

where ι : X ↪→ ∆X ⊂ X ×X is the diagonal embedding, then ΦS : Db(Y ) −→ Db(Y )

is an equivalence of categories, which can be computed as the composite functor

(9.5.16) Db(Y )
ΦQ−→ Db(X)

Φ
ι∗ωiX−→ Db(X)

ΦP−→ Db(Y ) .

Since ΦX→X
ι∗ωiX

∼= SiX [−in], where SX is the Serre functor on X and n = dimk(X), and
since any equivalence of derived categories Db(X) → Db(Y ) commutes with Serre
functors SX and SY , we conclude that

ΦS ∼= ΦP ◦ SiX [−in] ◦ ΦQ
∼= ΦP ◦ ΦQ ◦ SiY [−in]

∼= SiY [−in] ∼= ΦY→Y
j∗ωiY

,(9.5.17)

where j : Y ↪→ ∆Y ⊂ Y × Y is the diagonal embedding of Y . Then by uniqueness
(up to isomorphism) of kernel in Orlov’s representability theorem (Theorem 9.1.28),
we conclude that S ∼= j∗ω

i
Y . Then from (9.5.15) we have

(9.5.18) ΦQ�P(ι∗ω
i
X) = j∗ω

i
Y , ∀ i ∈ Z .

Since ΦQ�P is an exact equivalence of categories, we have

(9.5.19) HomDb(X×X)(ι∗ω
p
X , ι∗ω

q
X) ∼= HomDb(Y×Y )(j∗ω

p
Y , j∗ω

q
Y ) , ∀ p, q ∈ Z .

Putting p = 0 and q arbitrary, the above isomorphism gives a k-linear isomorphism

H0(X,ωqX) ∼= HomDb(X×X)(ι∗OX , ι∗ωqX)

∼= HomDb(Y×Y )(j∗OY , j∗ωqY )

∼= H0(Y, ωqY ) .(9.5.20)
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As we have already seen in the Step 1 of the proof of the Theorem 8.1.1, the multi-
plicative structure of the canonical graded ring R(X) :=

⊕
i≥0

H0(X,ωiX) can be given

by compositions, and hence is compatible with any exact functor. Therefore, the
k-linear isomorphisms in (9.5.20) gives an isomorphism of graded k-algebras

(9.5.21) R(X) :=
⊕
i≥0

H0(X,ωiX)
'−→ R(Y ) :=

⊕
i≥0

H0(Y, ωiY ) .

This completes the proof. �

Remark 9.5.22. An immediate consequence of the above Proposition 9.5.3 is that
kod(X) = kod(Y ). It is clear from the above proof that F gives rise to an isomorphism
of graded anti-canonical k-algebras R(X,ω∨X) ∼= R(Y, ω∨Y ), and hence kod(X,ω∨X) =

kod(Y, ω∨Y ). The above Proposition 9.5.3 also provides an alternative proof of Bondal-
Orlov’s reconstruction theorem (Theorem 8.1.1) when both ωX and ωY are ample or
anti-ample.

9.6. Derived Torelli theorem for K3 surface. Let k be a field. A k-variety is a sepa-
rated geometrically integral finite type k-scheme.

Definition 9.6.1. An algebraic K3 surface over k is a proper smooth k-variety X of
dimension 2 such that ωX ∼= OX and H1(X,OX) = 0.

It is a well-known fact that, any smooth proper algebraic surface over an alge-
braically closed field is projective. Therefore, an algebraic K3 surface defined over
an algebraically closed field is always projective.

In complex geometry, a K3 surface is a compact complex manifoldX of dimension 2 with
trivial canonical bundle andH1(X,OX) = 0. This definition includes non-projective K3
surfaces. However, it turns out that any complex K3 surface is Kähler (not easy to
see).

The complex analytic manifold Xan associated to a complex algebraic K3 surface
X is again a K3 surface over C. Moreover, the natural functor sending X to Xan (by
Serre’s GAGA principal) gives a full embedding of the category of complex algebraic
K3 surfaces into the category of complex K3 surfaces.

Proposition 9.6.2. Let X be an algebraic K3 surface over C. Let Y be a smooth projective
variety over C. If there is an exact equivalence of categories F : Db(X)→ Db(Y ), then Y is
an algebraic K3 surface.

Proof. Hodge theory for a smooth complex projective surface S gives a direct sum
decomposition (for each i ≥ 0), H i(S,C) =

⊕
p+q=i

Hp,q(S), with

(9.6.3) Hp,q(S) ∼= Hq,p(S) and Hp,q(S) ∼= Hq(S,Ωp
X) ,
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for all p, q ≥ 0. Since F is an exact equivalence of categories, Y is a surface with
ωY ∼= OY by Proposition 8.2.1. Since Ω2

S
∼= OS , for S ∈ {X, Y }, using (9.6.3), we have

(9.6.4) h1,2(X) = h2,1(X) = h0,1(X) and h1,2(Y ) = h2,1(Y ) = h0,1(Y ) .

By Orlov’s representability theorem 9.1.28, there is an object P ∈ Db(X × Y ), unique
up to isomorphism, such that F ∼= ΦX→Y

P . For i = −1, the functor F ∼= ΦX→Y
P induces

an isomorphism

(9.6.5) H0,1(X)⊕H1,2(X)
'−→ H0,1(Y )⊕H1,2(Y ) ,

(see Proposition 9.4.3). Since X is a K3 surface, using (9.6.5) and (9.6.4) we have

h1(Y,OY ) = h0,1(Y ) =
1

2
(h0,1(Y ) + h1,2(Y ))

=
1

2
(h0,1(X) + h1,2(X)) = h0,1(X) = h1(X,OX) = 0.

Hence the result follows. �

Let X be a smooth projective surface over C. Let E be a locally free coherent sheaf
ofOX-modules on X . Then by Hirzebruch-Riemann-Roch formula (Corollary 9.3.9),
we have

χ(E) =

∫
X

ch(E) · td(X)

=
1

12

(
c2

1(X) + c2(X)
)

+
1

2
c1(E)c1(X) +

1

2

(
c2

1(E)− 2c2(E)
)
.(9.6.6)

Putting E = OX in (9.6.6) we get Max Noether’s formula (c.f., [Har77, p. 433])

χ(OX) =
1

12
(c2

1(X) + c2(X)) .(9.6.7)

Now assume that X is an algebraic K3 surface over C. Then h0(X,OX) = 1 and
h1(X,OX) = 0. Therefore, by Serre duality, h2(X,OX) = h0(X,Ω2

X) = 0, and hence
χ(X,OX) = 2. Since ωX is trivial, c1(X) = 0. Therefore, interpreting c2(X) as the
topological Euler number e(X) :=

∑
i≥0

(−1)ibi(X), we have e(X) = 24. Since H0,1(X) ∼=

H1(X,OX), Hodge decomposition H1(X,C) = H1,0(X) ⊕ H0,1(X) gives b1(X) = 0,
and hence by Poincaré duality, b3(X) = 0. Then we have

(9.6.8) b0(X) = b4(X) = 1, b1(X) = b3(X) = 0, and b2(X) = 22 .
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Moreover, the Hodge diamond for a K3 surface looks like

(9.6.9)

h2,2 1

h2,1 h1,2 0 0

h2,0 h1,1 h0,2 1 20 1

h1,0 h0,1 0 0

h0,0 1

If L ∈ Pic(X), then for α = c1(L) ∈ H2(X,Z), it follows from Hirzebruch-Riemann-
Roch formula (9.6.6) that the self intersection number of α is even:

(9.6.10) α2 = 2χ(L)− 4 ∈ 2Z .

Remark 9.6.11. More generally, for compact Kähler manifold with c1(X) = 0, one
can show that the self intersection pairing

(9.6.12) ( , ) : H2(X,Z)×H2(X,Z) −→ Z

is even (i.e., α2 := (α, α) ∈ 2Z, for all α ∈ H2(X,Z)). From topological point of view,
the evenness of the intersection pairing also follows from the vanishing of second
Stiefel-Whitney class.

Since for any smooth compact complex surface X , the the Hodge-Frölicher spec-
tral sequence

(9.6.13) Hq(X,Ωp
X) =⇒ Hp+q(X,C)

degenerates at page E1, we have an isomorphism of complex vector spaces

(9.6.14) H1(X,C) ∼= H1(X,OX)⊕H0(X,Ω1
X) .

The (exponential) short exact sequence of sheaves of abelian groups

(9.6.15) 0 −→ Z −→ OX
exp−→ O×X −→ 0

gives a long exact sequence of cohomologies

0 −→H1(X,Z) −→ H1(X,OX) −→ H1(X,O×X)
c1−→ H2(X,Z)(9.6.16)

−→ H2(X,OX) −→ H2(X,O×X) −→ H3(X,Z) −→ 0 ,(9.6.17)

which, for X a K3 surface, gives H1(X,Z) = 0 since H1(X,OX) = 0. Therefore,
H1(X,C) = 0, and we get H0(X,Ω1

X) = 0 for free! In other words, a complex K3
surface has no non-zero global vector fields. Since H1(X,Z) = 0, by Poincaré duality
H3(X,Z) = 0 up to torsion. Also H0(X,Z) ∼= H4(X,Z) ∼= Z.

Remark 9.6.18. It is a non-trivial fact that any K3 surface is simply connected, and
hence H2(X,Z) is torsion free.
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The most interesting structure on cohomology of a K3 surface X is its weight 2

Hodge structure

(9.6.19) H2(X,C) = H2,0(X)⊕H1,1(X)⊕H0,2(X) .

Since H2,0(X) ∼= H0(X,Ω2
X) = H0(X,OX) = C, we have h0,2(X) = h2,0 = 1. Since

H1(X,OX) = 0, the first Chern class map

(9.6.20) c1 : Pic(X) −→ H1,1(X) ∩H2(X,Z)

is injective. Since b2(X) = 22, this gives an upper bound for the Picard number ρ(X)

of X (i.e., the rank of Pic(X)):

(9.6.21) ρ(X) := rk(Pic(X)) ≤ 20 .

Remark 9.6.22. Since the Hodge decomposition is orthogonal with respect to the
intersection pairing, it is completely determined by the complex line H2,0(X) ⊂
H2(X,C).

Definition 9.6.23. A Hodge isometry between two complex K3 surfaces X and Y is a
group isomorphism

ϕ : H2(X,Z) −→ H2(Y,Z)

such that

(i) (intersection product is preserved): (ϕ(α), ϕ(β)) = (α, β), ∀ α, β ∈ H2(X,Z),
and

(ii) ϕ(H2,0(X)) ⊆ H2,0(Y ).

Since H2,0(−) ∼= H0(−, ω−), the second condition says that ϕ sends holomorphic
global sections of ωX to that of ωY .

One of the most important theorem for a K3 surface is the global Torelli theorem.

Theorem 9.6.24 (Global Torelli). Let X and Y be two complex K3 surfaces. Then X and
Y are isomorphic as complex varieties if and only if there is a Hodge isometry

ϕ : H2(X,Z) −→ H2(Y,Z).

Moreover, if ϕ maps at least one Kähler class of X to a Kähler class of Y , then there is a
unique isomorphism f : X

'−→ Y such that f∗ = ϕ.

A natural question to ask at this point if there is a cohomological criterion to decide
equivalence of bounded derived categories of K3 surfaces? This is given by derived
Torelli theorem for K3 surface. For this, we need some preliminary results.

Recall that, for E• ∈ Db(X), its Mukai vector

(9.6.25) v(E•) := ch(E•) ·
√

td(X)
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is algebraic, and hence lies in H̃1,1(X) ⊂ H̃(X,Z). Since c1(X) = 0 forX a K3 surface,
we have td(X) = 1+ 1

2
c1(X)+ 1

12

(
c2

1(X)+c2(X)
)

= c2(X)/12 = χ(X,OX) = 2 (see Max
Noether’s formula (9.6.7)). Therefore, td(X) = (1, 0, 2) and hence

√
td(X) = (1, 0, 1).

If we write v(E•) = (v0(E•), v1(E•), v2(E•)) ∈ H∗(X,Z), then we have

(9.6.26) (v0(E•), v1(E•), v2(E•)) =
(

rk(E•), c1(E•), rk(E•) +
1

2
c2

1(E•)− c2(E•)
)
.

Since the intersection pairing on H2(X,Z) is even for X a K3 surface, the Mukai
vector v(E•) is an integral cohomology class.

Lemma 9.6.27 (Mukai). Let X and Y be two complex K3 surfaces. Then for any E• ∈
Db(X × Y ), it Mukai vector v(E•) is an integral cohomology class (i.e., v(E•) ∈ H∗(X ×
Y,Z)).

Proof. Recall that, v(E•) := ch(E•) ·
√

td(X × Y ). If we write
√

td(X) = (r, c, s) ∈
H∗(X,Q), then td(X) = (r2, 2rc, 2rs). Since c1(X) = 0 and c2(X) = 24, for X a
K3 surface, we have td(X) = 1 + 1

2
c1(X) + 1

12

(
c2

1(X) + c2(X)
)

= (1, 0, 2). Then√
td(X) = (r, c, s) = (1, 0, 1), and we can compute

√
td(X × Y ) as

(9.6.28)
√

td(X × Y ) = π∗X
√

td(X) · π∗Y
√

td(Y ) = π∗X(1, 0, 1) · π∗Y (1, 0, 1) ,

where πX : X × Y → X and πY : X × Y → Y are projection morphisms. Therefore,
it is enough to show that ch(E•) ∈ H∗(X × Y,Z), for all E• ∈ Db(X × Y ). Note that,

(9.6.29) ch(E•) =
(

rk(E•), c1(E•),
1

2
(c2

1(E•)− 2c2(E•)), ch3(E•), ch4(E•)
)
,

where rk(E•) and c1(E•) are certainly integral classes. The Künneth formula gives

H2(X × Y,Z) ∼=
⊕
p+q=2

Hp(X,Z)⊗Hq(Y,Z) ∼= H2(X,Z)⊕H2(Y,Z) ,

since H0(−,Z) ∼= Z and H1(−,Z) = 0 for complex K3 surfaces. Therefore, c1(E•) ∈
H2(X × Y,Z) can be written as

c1(E•) = π∗Xα⊕ π∗Y β,

for some α ∈ H2(X,Z) and β ∈ H2(Y,Z). Then

c2
1(E•) = π∗Xα

2 + 2π∗Xα · π∗Y β + π∗Y β
2,

which is even because the self intersection product on H2(−,Z) is even for K3 sur-
faces. Therefore, ch1(E•) = 1

2

(
c2

1(E•)− 2c2(E•)
)

is integral.

Now it remains to show that ch3(E•) and ch4(E•) are integral. Since Todd class is
multiplicative, using Grothendieck-Riemann-Roch theorem (Theorem 9.3.8) for the
projection map πY : X × Y → Y , we have

(9.6.30) ch(πY !E
•) = πY ∗

(
ch(E•) · π∗X td(X)

)
.
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Note that the self intersection pairing on H2(−,Z) being even for K3 surfaces,

(9.6.31) ch(−) = rk(−) + c1(−) +
1

2

(
c2

1(−) + 2c2(−)
)

is integral. Consider the Künneth decomposition

(9.6.32)
4∑
i=0

chi(E
•) = ch(E•) =

∑
p,q≤4

γqp ,

where γqp := π∗Xαp ⊗ π∗Y βq with αp ∈ Hp(X,Q) and βq ∈ Hq(Y,Q), for all p, q ∈
{0, 1, 2, 3, 4}. We have seen in the above computation that γqp is integral for p + q ≤
4. Since td(X) = (1, 0, 2), from (9.6.30) we have c1

(
πY !(E

•)
)

=
∫
X
γ2

4 + 2γ2
0 , which

implies that γ2
4 is integral. Similarly using Grothendieck-Riemann-Roch theorem for

the projection morphism πX : X × Y → X , interchanging the roles of X and Y , we
see that γ4

2 is integral. Since γ4
2 and γ2

4 are the only terms contributing in ch3(E•), we
conclude that ch3(E•) is integral. Similarly, from ch2(πY !(E

•)) =
∫
X
γ4

4 + 2γ4
0 , using

integrality of second Chern character (c.f. (9.6.31)), we conclude that γ4
4 is integral,

and hence ch4(E•) is integral. This completes the proof. �

Let X be a K3 surface over C. Since c1(X) = 0, for any α = (α0, α1, α2), β =

(β0, β1, β2) ∈ H∗(X,Z) = H0(X,Z) ⊕ H2(X,Z) ⊕ H4(X,Z), the Mukai pairing on X

is given by

(9.6.33) 〈α, β〉X =

∫
X

exp
(1

2
c1(X)

)
(α∨ · β) = α0 · β2 + α2 · β0 − α1 · β1 ,

(c.f. Definition 9.3.37).

Remark 9.6.34. It should be noted that, classically Mukai pairing on X is defined by

(9.6.35) 〈(α0, α1, α2), (β0, β1, β2)〉X = α1 · β1 − α0 · β2 − α2 · β0 ,

which differs from the above definition (9.6.33) by a minus sign.

Mukai introduced a weight 2 Hodge structure onH∗(X,Z) by declaringH0(X,C)⊕
H4(X,C) to be of type (1, 1) and by keeping the standard Hodge structure onH2(X,C).
More precisely,

H̃1,1(X) = H0(X,C)⊕H4(X,C)⊕H1,1(X),(9.6.36)

H̃2,0(X) = H2,0(X) and H̃0,2(X) = H0,2(X) .

We denote by H̃(X,Z) to mean H∗(X,Z) together with the Mukai pairing and this
weight 2 Hodge structure.
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Definition 9.6.37. Let X and Y be K3 surfaces over C. With the above weight 2

Hodge structure structure on H̃(−,Z), a Hodge isometry of two K3 surfaces X and Y

is a group isomorphism
ϕ : H̃(X,Z) −→ H̃(Y,Z)

such that

(i) (Mukai pairing is preserved): 〈ϕ(α), ϕ(β)〉X = 〈α, β〉X , ∀ α, β ∈ H2(X,Z), and
(ii) ϕ(H2,0(X)) ⊆ H2,0(Y ).

Remark 9.6.38. Since H4(X,C) ∼= C, we have H̃1,1(X) = H0(X,C) ⊕ H1,1(X) ⊕
H2,2(X); see the Hodge diamond in (9.6.9). Therefore, vanishing of odd cohomolo-
gies together with the condition (ii) in the Definition 9.6.37 ensures that ϕ preserves
that new weight 2 Hodge structure (see (9.6.36)).

Corollary 9.6.39 (Mukai). [Muk87] Let X be a complex K3 surface and Y is a smooth
complex projective variety. Let E• ∈ Db(X × Y ). If ΦX→Y

E• : Db(X) → Db(Y ) is an
equivalence of categories, then the induced cohomological Fourier-Mukai transform ΦH,X→Y

v(E•)

defines a Hodge isometry (in the sense of Definition 9.6.37)

ΦH,X→Y
v(E•) : H̃(X,Z)

'−→ H̃(Y,Z).

Proof. By Proposition 9.6.2, Y is also a K3 surface over C. Recall that the Fourier-
Mukai functor ΦX→Y

E• induces a cohomological Fourier-Mukai transform

ΦH,X→Y
v(E•) : H∗(X,Q)

'−→ H∗(Y,Q), α 7→ πY !

(
v(E•) · π∗Xα

)
,

which is an isometry with respect to the Mukai pairing (see Proposition 9.3.41). Now
by Lemma 9.6.27, we have ΦH,X→Y

v(E•) (α) ∈ H∗(Y,Z), for all α ∈ H∗(X,Z). Since the
quasi-inverse of ΦX→Y

E• is also a Fourier-Mukai functor ΦY→X
E•L

, applying the above
argument to the corresponding induced cohomological Fourier-Mukai transform
ΦH,Y→X
v(E•L) , we can conclude that the induced map

(9.6.40) ΦH,X→Y
v(E•) : H∗(X,Z) −→ H∗(Y,Z)

is an isomorphism, which is also an isometry with respect to the Mukai pairing.
Therefore, to conclude that ΦH,X→Y

v(E•) in (9.6.40) is a Hodge isometry, it is enough
to show that its C-linear extension sends H2,0(X) to H2,0(Y ), which follows from
Proposition 9.4.3. This completes the proof. �

Theorem 9.6.41 (Derived Torelli theorem for K3 surfaces). Let X and Y be two K3
surfaces over C. Then there is an exact equivalence of derived categories Db(X)→ Db(Y ) if
and only if there is a Hodge isometry H̃(X,Z)

'−→ H̃(Y,Z).

Since any exact equivalence Db(X) → Db(Y ) is isomorphic to a Fourier-Mukai
functor by Orlov’s representability theorem (Theorem 9.1.28), thanks to the above
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Corollary 9.6.39 of Mukai, it remains to show that existence of a Hodge isometry
H̃(X,Z)

'−→ H̃(Y,Z) implies an exact equivalence of derived categories Db(X)
'−→

Db(Y ). This part, due to Orlov [Orl97], is quite involved. It requires some theories
from moduli space of semistable bundles on K3 surfaces, and some technical tools
on integral functors. Here we give an outline of the proof, and the details would be
filled up later after discussing required technologies.

Proof. Let ϕ : H̃(X,Z)
'−→ H̃(Y,Z) be a Hodge isometry.

Case 1. If ϕ(0, 0, 1) = ±(0, 0, 1), then one can show that ϕ respect intersection prod-
ucts on H2(−,Z) and sends H2,0(X) to H2,0(Y ), thus producing a Hodge isometry
H2(X,Z)

'−→ H2(Y,Z). Then by Global Torelli Theorem 9.6.24 we have an isomor-
phism f : X

'−→ Y such that f∗ = ϕ. This gives us an exact equivalence of categories
Db(X)

'−→ Db(Y ) in this case.

Case 2. If ϕ(0, 0, 1) = (r, `, s) =: v with r 6= 0, then replacing ϕ with −ϕ, if required,
we may assume that r < 0 (if we want to work with classical Mukai pairing), or r > 0

(if we want to work with the general definition of Mukai pairing). If v′ := ϕ(−1, 0, 0),
then 〈v, v〉 = 0 and 〈v, v′〉 = 1. Then one can apply the following general fact from
the moduli space of bundles over a K3 surface:

If Y is a K3 surface and v, v′ ∈ H̃1,1(Y,Z) with 〈v, v〉 = 0 and 〈v, v′〉 = 1, then there
is another K3 surface M and a sheaf P on Y × M such that for each closed point
m ∈M , the Mukai vector of the sheaf P

∣∣
Y×{m} on Y ×{m} ∼= Y is v, and the integral

functor (with kernel P)

(9.6.42) ΦY→M
P : Db(Y ) −→ Db(M)

is an equivalence of categories (this could be checked by using a result of Bondal and
Orlov’s, which would be discussed later).

Now in the situation of Case 2, one would use the induced cohomological Fourier-
Mukai transform ΦH,Y→M

v(P) : H̃(Y,Z) −→ H̃(M,Z) to show that the composite homo-
morphism

(9.6.43) ψ : H̃(X,Z)
ϕ−→ H̃(Y,Z)

ΦH, Y→M
v(P)−→ H̃(M,Z)

satisfies ψ(0, 0, 1) = (0, 0, 1). Then using Global Torelli theorem, as argued in Case 1,
one finds an isomorphism ofX withM , which gives an exact equivalenceDb(X)

'−→
Db(M). Since ΦM→L

PR : Db(M) → Db(Y ) is an exact equivalence (c.f., (9.6.42)), the
result follows.

Case 3. Suppose that ϕ(0, 0, 1) = (0, `, s) =: v, with ` 6= 0. Then use a Hodge isometry

(9.6.44) H̃(Y,Z)
exp(c1(L))·−−→ H̃(Y,Z),
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for some L ∈ Pic(Y ), to see that

(9.6.45) exp(c1(L))(0, `, s) = (0, `, s+ (c1(L), `))

[To be completed...] �

Remark 9.6.46. In general, the cohomological Fourier-Mukai transform ΦH,X→Y
v(E•) need

not preserve cohomological degree. In fact, it need not give a Hodge isometry
H2(X,Z)

'−→ H2(Y,Z) in the sense of Definition 9.6.23; for otherwise by Global
Torelli theorem (Theorem 9.6.24) it would give an isomorphism of X with Y , which
is not true in general.

In fact, for each K3 surface X there are only finitely many non-isomorphic K3
surfaces Y with exact equivalence Db(X)

'−→ Db(Y ). More surprisingly, for each
positive integer n > 1, there is a K3 surfaceX with at least n non-isomorphic Fourier-
Mukai partner Y (proof of this result, due to Oguiso [Ogu02], depends on a result
on “almost primes” from analytic number theory).

9.7. Geometric aspects of kernels of Fourier-Mukai functors. In this subsection,
we discuss a series of technical but useful results that shed light on the geometry of
the support of the kernel of an integral functor

(9.7.1) ΦX→Y
P : Db(X) −→ Db(Y ).

When P is a locally free coherent sheaf on X × Y (e.g., when P is the Poincaré sheaf
on the product of abelian variety and its dual), noting interesting can be said about
the geometry of its support Supp(P), which is just X×Y . However, when the kernel
P is supported on a smaller subvariety of X × Y (e.g., a graph of a morphism or a
correspondence), then it encodes interesting geometric relation between X and Y .
This usually happens when the canonical bundles of the variety has some kind of
positivity property.

Let X be smooth projective k-variety. Recall that the support of an object E• ∈
Db(X), which we denote and define by

(9.7.2) Supp(E•) :=
⋃
i

Supp
(
Hi(E•)

)
,

is a closed subset of X with possibly many irreducible components. Note that, for
any line bundle L on X , we have Supp(E• ⊗ L) = Supp(E•).

Lemma 9.7.3. For any E• ∈ Db(X), we have Supp(E•) = Supp(E•∨).

Proof. Consider the spectral sequence

(9.7.4) Ep,q
2 := Extp(H−q(E•),OX) =⇒ Ep+q := Extp+q(E•,OX) ∼= Hp+q(E•∨) .
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It follows from the above spectral sequence that Supp(E•∨) ⊆ Supp(E•). Since
E•∨∨ ∼= E•, we get the reverse inclusion, which completes the proof. �

Let X and Y be smooth projective k-varieties. Let P ∈ Db(X × Y ), and consider
the integral functor

(9.7.5) ΦX→Y
P : Db(X) −→ Db(Y ), E• 7−→ pY ∗

(
P ⊗ p∗XE•

)
with kernel P . Recall that the left and the right adjoint of ΦX→Y

P are integral functors
with kernels PL := P∨ ⊗ p∗Y ωY [dim(Y )] and PR := P∨ ⊗ p∗XωX [dim(X)], respectively.
Then from the above Lemma 9.7.3 we have,

(9.7.6) Supp(P) = Supp(P∨) = Supp(PL) = Supp(PR) .

When ΦP is fully faithful, by uniqueness of kernel (up to isomorphism) ensured by
Orlov’s representability theorem (Theorem 9.1.28) we have

(9.7.7) P ⊗ p∗XωX [dim(X)] = P ⊗ p∗Y ωY [dim(Y )] .

Moreover, when dim(X) = dim(Y ) (e.g., if ΦP is an equivalence of categories), we
can further deduce that

(9.7.8) Hi(P)⊗ p∗XωX ∼= Hi(P)⊗ p∗Y ωY , ∀ i ∈ Z .

Lemma 9.7.9. With the above notations, if ΦX→Y
P : Db(X) → Db(Y ) is faithful, then the

natural projection morphism

(9.7.10) pX
∣∣
Supp(P)

: Supp(P) −→ X

is surjective. Moreover, there is an integer i and an irreducible component Z ofHi(P) which
projects onto X .

Proof. Consider the spectral sequence

(9.7.11) Ep,q
2 := Tor−p

(
Hq(P), p∗Xk(x)

)
=⇒ Ep+q := Tor−(p+q)

(
P , p∗Xk(x)

)
.

If the projection map Supp(P) → X were not surjective, there would be a closed
point x ∈ X with x /∈ pX(Supp(P)). Then the above spectral sequence could be used
to show that the derived tensor productP⊗p∗Xk(x) is trivial, and hence ΦX→Y

P (k(x)) =

pY ∗
(
P⊗p∗Xk(x)

) ∼= 0 inDb(Y ), which is absurd since ΦX→Y
P is faithful by assumption.

Since X is irreducible, the last assertion follows. �

Remark 9.7.12. Since Supp(P) = Supp(PR) = Supp(PL), when ΦX→Y
P : Db(X) →

Db(Y ) is an equivalence of categories, one can conclude that the natural projection
morphism Supp(P) −→ Y is also surjective. However, the integer i and the irre-
ducible component Z ofHi(P) could be different for two different projections.

Definition 9.7.13. Let Z be a proper k-scheme.
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(i) A line bundle L on Z is called nef if for any complete reduced curve C over k
and any morphism of k-schemes ϕ : C −→ Z, we have deg(ϕ∗L) ≥ 0.

(ii) A line bundle L on Z is said to be numerically trivial if both L and its dual L∨ are
nef.

(iii) Two line bundles L and L′ over Z are said to be numerically equivalent if for any
morphism of k-schemes ϕ : C −→ Z, with C a proper reduced curve over k, we
have deg(ϕ∗L) = deg(ϕ∗L′).

Remark 9.7.14. Replacing ϕ : C −→ Z with its image C ′ = ϕ(C) ⊆ Z, it suffices
to check the above criterion with proper reduced curves over k that are embedded
inside Z. Furthermore, considering the normalization of C, it suffices to check the
above criterion for smooth proper curves C embedded in Z.

Lemma 9.7.15. Let p : Z → W be a projective morphism of proper k-schemes. Let L ∈
Pic(W ).

(i) If L is nef, then p∗L is nef.
(ii) If p is surjective, then L is nef if and only if p∗L is nef.

Proof. Since for any morphism of k-schemes ϕ : C → Z with C a reduced proper
curve over k, (p ◦ ϕ)∗L = ϕ∗(p∗L), the first assertion follows.

To see the second assertion, for any morphism of k-schemes ψ : C → W , with C

an integral proper curve over k, we construct a ramified cover η : C̃ → C of C by an
irreducible curve C̃ such that ψ ◦ η : C̃ → W factors through Z.

C̃

η

��

ϕ // Z

p

��
C

ψ // W

Since a dominant projective morphism of k-schemes C ×W Z → C admits a (multi)
section (this can be seen by embedding C ×W Z into some C × PNk and intersecting
it with a generic linear subspace of PNk of appropriate degree), such a ramified cover
η : C̃ → C exists. Since

deg(ϕ∗(p∗L)) = deg(η∗(ψ∗L)) = deg(η) · deg(ψ∗L),

and p∗L is nef by assumption, the result follows. �

Lemma 9.7.16. Let C be a complete reduced curve over k and let ϕ : C −→ X × Y

be a morphism with image inside Supp(P). If there is an exact equivalence of categories
F : Db(X)→ Db(Y ), then

(9.7.17) deg
(
ϕ∗p∗XωX

)
= deg

(
ϕ∗p∗Y ωY

)
.

In other words, the pullbacks p∗XωX and p∗Y ωY are numerically equivalent.
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Proof. By Orlov’s representability theorem, there is an object P ∈ Db(X ×Y ), unique
up to isomorphism, such that F ∼= ΦX→Y

P . As remarked above, we may assume that
C is integral and smooth so that ϕ(C) ⊂ Supp

(
Hi(P)

)
for some i. Then the pullback

ϕ∗Hi(P) is a coherent sheaf on C, which is locally free out side a finite subset of C.
Going modulo the torsion part T (ϕ∗Hi(P)) of ϕ∗Hi(P), we find a non-zero locally
free coherent sheaf F := ϕ∗Hi(P)/T (ϕ∗Hi(P)) of rank r > 0 on C. Since ΦX→Y

P is an
equivalence of categories, using Orlov’s theorem one find that

(9.7.18) P ⊗ p∗XωX ∼= P ⊗ p∗Y ωY ,

and henceHi(P)⊗p∗XωX ∼= Hi(P)⊗p∗Y ωY . Pulling back to C, we have F ⊗ϕ∗p∗XωX ∼=
F⊗ϕ∗p∗Y ωY . Then taking r-th exterior power both sides, we have ϕ∗p∗Xω

r
X
∼= ϕ∗p∗Y ω

r
Y .

Comparing degrees both sides, the lemma follows. �

Remark 9.7.19. Tensoring (9.7.18) with ω∨X ⊗ ωY , we have P ⊗ ω∨X ∼= P ⊗ ω∨Y . Then
the same argument as in the above proof shows that deg(ϕ∗p∗Xω

∨
X) = deg(ϕ∗p∗Y ω

∨
Y ).

Corollary 9.7.20. If there is an exact equivalence of categories F : Db(X)
'−→ Db(Y ), then

ωX is numerically trivial if and only if ωY is so.

Proof. By Orlov’s representability theorem, F ∼= ΦX→Y
P , for some P ∈ Db(X × Y ).

Suppose that ωX is numerically trivial. Then for any reduced proper curve C over k
and any morphism of k-schemes ϕ : C → X × Y , we have deg

(
ϕ∗p∗XωX

)
= 0. Then

p∗Y ωY
∣∣
Supp(P)

is numerically trivial by Lemma 9.7.16. Since the natural projection
morphism pY : Supp(P) → Y is surjective (see Lemma 9.7.9), ωY is numerically
trivial by Lemma 9.7.15. �

Corollary 9.7.21. Let P ∈ Db(X × Y ) and ΦX→Y
P : Db(X) → Db(Y ) a Fourier-Mukai

equivalence. If Z ⊂ Supp(P) is a closed subvariety such that the restriction of ωX (or ω∨X)
to the image of pX : Supp(P)→ X is ample, then pY : Z → Y is a finite morphism.

Proof. If pY : Z → Y were not finite, there would exists a non-trivial irreducible curve
ϕ : C ↪→ Z with pY ◦ ϕ : C → Y is constant. Then ϕ∗p∗Y ωY is a trivial line bundle on
C, and so

(9.7.22) deg(ϕ∗p∗XωX) = deg(ϕ∗p∗Y ωY ) = 0

by Lemma 9.7.16. Since pY ◦ ϕ is constant, pX ◦ ϕ : C → X must be non-constant.
Since ωX (or ω∨X) is ample on pX(Z) and hence on pX(ϕ(C)), we get a contradiction
with (9.7.22). Hence the result follows. �

Lemma 9.7.23. Let Z be a normal k-variety and E ∈ Coh(Z) which is generically of rank
r. If L1, L2 ∈ Pic(X) such that E ⊗ L1

∼= E ⊗ L2, then Lr1 ∼= Lr2.
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Proof. Taking quotient of E by its torsion part, we may assume that E is torsion free
of rank r onX . Since Z is normal, there is an open subscheme U of Z with codimZ(Z\
U) ≥ 2 such that E

∣∣
U

is locally free. Since det
(
(E ⊗ Li)

∣∣
U

) ∼= (
det(E) ⊗ Lri

)∣∣
U

, we
have Lr1

∣∣
U
∼= Lr2

∣∣
U

. Since Z is normal, we have Lr1 ∼= Lr2. �

Lemma 9.7.24. With the above notations, let Z ⊂ Supp(P) be a closed irreducible subvari-
ety with normalization µ : Z̃ → Z. Then there is an integer r > 0 such that

(9.7.25) µ∗
(
(p∗Xω

r
X)
∣∣
Z

) ∼= µ∗
(
(p∗Y ω

r
Y )
∣∣
Z

)
.

Proof. Let µ : Z̃ −→ Z be the normalization of a closed irreducible subvariety Z ⊂
Supp(P). Then there is an integer i such that Z ⊂ Supp(Hi(P)). Then µ∗

(
Hi(P)

)
is a

coherent sheaf on Z̃ generically of positive rank, say r > 0. Since ΦX→Y
P : Db(X) →

Db(Y ) is an equivalence of categories, using Orlov’s representability theorem, we
have

(9.7.26) Hi(P)⊗ p∗XωX ∼= Hi(P)⊗ p∗Y ωY .

Pulling back the above isomorphism by µ over the normal variety Z̃, the result fol-
lows form Lemma 9.7.23. �

Lemma 9.7.27. Let ι : T ↪→ X be a closed embedding. Then for any E• ∈ Db(X) we have

(9.7.28) Supp(E•) ∩ T = Supp(ι∗E•).

Lemma 9.7.29. If ΦX→Y
P : Db(X) → Db(Y ) is a Fourier-Mukai equivalence, the fibers of

the projection morphism pX : Supp(P) −→ X are connected.

Proof. Suppose on the contrary that the fiber over a point x ∈ X is disconnected.
Then we can write Supp(P)∩ p−1

X (x) = Supp(P)∩ ({x}×Y ) = Y1 tY2, for some non-
empty distinct closed subsets Y1, Y2 ⊂ Y . Then by above Lemma 9.7.27, we have
Supp(P) ∩

(
{x} × Y

)
= Supp(P

∣∣
{x}×Y ). Thus ΦX→Y

P (k(x)) has disconnected support
Y1 tY2, and hence we con write it as ΦX→Y

P (k(x)) ∼= E•1 ⊕E•2 , with Supp(E•i ) = Yi, for
i = 1, 2. Then End(E•1 ⊕ E•2) is not a field. But ΦX→Y

P being an exact equivalence, we
have End(E•1 ⊕ E•2) = Hom

(
ΦX→Y
P (k(x)),ΦX→Y

P (k(x))
)

= Hom(k(x), k(x)) = k(x),
which is a contradiction. �

Corollary 9.7.30. Let ΦX→Y
P : Db(X) → Db(Y ) is a Fourier-Mukai equivalence. Let

Z ⊂ Supp(P) be an irreducible component (with reduced structure) which surjects onto X .
If dim(Z) = dim(X), then the restriction morphism pX : Z −→ X is birational. Moreover,
if such a component exists, no other component of Supp(P) dominates X .

Proof. By Lemma 9.7.29, the fibers of pX : Supp(P) → X are connected. Let Z ⊂
Supp(P) be an irreducible component with dim(Z) = dim(X) and pX : Z → X

surjective. Note that, the fibers of Z → X are zero dimensional. If Z 6= Supp(P),
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consider the union
⋃
i

Zi of all irreducible components Zi of Supp(P) with Zi 6= Z. If

the generic fiber of the projection map pX :
⋃
i

Zi −→ X is non-empty, it contains the

(zero dimensional) fiber of Z → X , and then Z ⊆
⋃
i

Zi — which is absurd. Therefore,

Z is the only irreducible component of Supp(P) that dominates X .

To show the restriction morphism pX : Z → X birational, choosing a generic point
ξ ∈ X , we see that the generic fiber p−1

X (ξ) ∩ Z = Z ∩
(
{ξ} × Y

)
is a finite set (since

dim(Z) = dim(X)) disjoint from other irreducible components of Supp(P). Since
the fiber of the projection map pX : Supp(P) → X is connected, we conclude that
p−1
X (ξ) ∩ Z is singleton. Therefore, Z → X is birational. �

Corollary 9.7.31. Let ΦX→Y
P : Db(X) → Db(Y ) be a Fourier-Mukai equivalence. Let

x0 ∈ X be a closed point such that

(9.7.32) ΦX→Y
P (k(x0)) = k(y0),

for some closed point y0 ∈ Y . Then there is an open neighbourhood U ⊆ X of x0 and a
morphism f : U −→ Y with f(x0) = y0 such that

(9.7.33) ΦX→Y
P

(
k(x)

)
= k(f(x)),

for all closed point x ∈ U .

Proof. Since ΦX→Y
P

(
k(x0)

) ∼= k(y0), the fiber p−1
X (x0) ∩ Supp(P) over x0 of the projec-

tion morphism pX : Supp(P) → X is zero dimensional. By semicontinuity, there is
an open neighbourhood U ⊆ X of x0 such that p−1

X (x)∩Supp(P) is zero dimensional,
for all x ∈ U . Then for each x ∈ U , the complex ΦX→Y

P
(
k(x)

)
is concentrated in

dimension 0. Then

Hom
(
ΦX→Y
P

(
k(x)

)
,ΦX→Y
P

(
k(x)

)
[i]
)

= 0, ∀ i < 0.

Then by Lemma 8.3.14, for each x ∈ U there is a closed point yx ∈ Y and an integer
mx such that ΦX→Y

P
(
k(x)

) ∼= k(yx)[mx]. Using semicontinuity, one can check that
mx = m are locally constant, around x0 ∈ U . Thus shrinking U further, if required,
we may assume that mx = 1, for all x ∈ U (because of given condition (9.7.32)).

Using Lemma 9.1.32 as argued in Proposition 9.1.34, one concludes that P|p−1
X (U) is

a coherent sheaf, and can choose local sections to construct a morphism of k-schemes
f : U −→ Y such that ΦU→Y

P
∼= (L ⊗ −) ◦ f∗, for some line bundle L on Y . This

completes the proof. �

Then next result, due to Kawamata, shows nefness of the (anti)-canonical line bun-
dle under exact equivalence of derived categories.
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Proposition 9.7.34 (Kawamata). Let X and Y be smooth projective k-varieties with an
exact equivalence of their derived categories F : Db(X) −→ Db(Y ). Then ωX (resp., ω∨X) is
nef if and only if ωY (resp., ω∨X) is nef.

Proof. By Orlov’s representability theorem (Theorem 9.1.28), there is an object P ∈
Db(X × Y ), unique up to isomorphism, such that F ∼= ΦX→Y

P . Then the projection
morphisms pX : Supp(P) −→ X and pY : Supp(P) −→ Y are surjective by Lemma
9.7.9. Then by Lemma 9.7.15, a line bundle L ∈ Pic(X) (resp., L′ ∈ Pic(Y )) is nef
if and only if (p∗XL)

∣∣
Supp(P)

(resp., (p∗YL
′)
∣∣
Supp(P)

) is a nef line bundle on Supp(P).
Since for any complete reduced curve C and any morphism of k-schemes ϕ : C →
Supp(P) ⊂ X × Y , we have deg(ϕ∗p∗XωX) = deg(ϕ∗p∗Y ωY ) and deg(ϕ∗p∗Xω

∨
X) =

deg(ϕ∗p∗Y ω
∨
Y ) by Lemma 9.7.16 (see also Remark 9.7.19), the proposition follows from

Definition 9.7.13. �

Corollary 9.7.35. LetX and Y be smooth projective k-varieties with an exact equivalence of
their derived categories F : Db(X) −→ Db(Y ). Then ωX is numerically trivial if and only
if ωY is numerically trivial.

Proof. Since a line bundle L is numerically trivial if and only if both L and L∨ are nef,
the result follows from the above Proposition 9.7.34. �

Let Z be a proper k-scheme of dimension d. For a line bundle L on Z, the function

(9.7.36) PL : Z −→ Q, m 7→ χ(Z,Lm) =
d∑
i=0

(−1)iαi
mi

i!

is a numerical polynomial of degree ≤ d, known as the the Snapper polynomial of L.
The degree d term of the polynomial PL(m) can be computed as

(9.7.37)
1

d!

∫
Z

c1(Lm)d ∩ [Z] =
md

d!

∫
Z

c1(L)d ∩ [Z],

and the coefficient of md

d!
is the intersection number ([L]d · Z) =

∫
Z
c1(L)d ∩ [Z]; see

[Ful98, Exercise 18.3.6, p. 361].

Definition 9.7.38. Let L be a line bundle on a projective k-scheme X . The numerical
Kodaira dimension of L is the integer (could be −∞)

ν(X,L) := max{d ∈ Z : there is a proper morphism of k-schemes

ϕ : Z → X with dim(Z) = d such that
(
[ϕ∗L]d · Z

)
6= 0}.

(If the above set is empty, we set ν(X,L) = −∞). The number ν(X) := ν(X,ωX) is
known as the numerical Kodaira dimension of X . Thus, ν(X,L) ∈ {0, 1, . . . , dim(X)} ∪
{−∞}. If ν(X) = dim(X), we say that X is of maximal numerical Kodaira dimension.
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Remark 9.7.39. (i) It follows from the definition that ν(X,L) = ν(X,Ln), for any
integer n 6= 0.

(ii) It suffices to check the conditions in the above definition with closed subschemes
Z ⊆ X .

(iii) In general, there is no relation between ν(X,L) and kod(X,L). However, if L is
a nef line bundle on X , then one can show that kod(X,L) ≤ ν(X,L).

Lemma 9.7.40. Let p : X −→ Y be a projective morphism of projective k-schemes and let
L ∈ Pic(Y ). Then ν(X, p∗L) ≤ ν(Y, L), and equality holds if p : X → Y is surjective.

Sketch of a proof. The inequality ν(X, p∗L) ≤ ν(Y, L) follows from the definition by
taking any ϕ : Z → X and pulling back L by the composite morphism ϕ◦p : Z → Y .

Suppose that p : X → Y is surjective. To show the equality of numerical Kodaira
dimensions, given a proper morphism of k-schemes ϕ : Z → Y , one constructs a
generically finite surjective morphism of k-schemes ψ : Z̃ → Z and a morphism of
k-schemes ϕ̃ : Z̃ → X such that the following diagram commutes.

Z̃
ϕ̃ //

ψ
��

X

p

��
Z

ϕ // Y

Roughly, this could be done by embedding the fiber productZ×YX into someZ×PNk
and taking appropriate intersection with some cycle, and choosing its section. Since
for any line bundle L on Y we have(

[ϕ̃∗p∗L]m · Z̃
)

= deg(ψ) ·
(
[ϕ∗L]m · Z

)
,

we conclude that ν(X, p∗L) ≤ ν(Y, L). �

Proposition 9.7.41 (Kawamata). Let X and Y be smooth projective k-varieties with an
exact equivalence of derived categories F : Db(X) −→ Db(Y ). Then we have ν(X) = ν(Y ).

Proof. As before, F ∼= ΦX→Y
P , for some P ∈ Db(X × Y ), unique up to isomorphism.

By Lemma 9.7.9, there is an integer i and an irreducible component Z of Supp(Hi(P))

which surjects onto X . Let µ : Z̃ → Z be the normalization of Z. Then by Lemma
9.7.24, there is an integer r > 0 such that µ∗

(
(p∗Xω

r
X)
∣∣
Z

) ∼= µ∗
(
(p∗Y ω

r
Y )
∣∣
Z

)
. Since µ◦pX :

Z̃ → X is surjective, by Lemma 9.7.40 we have

(9.7.42) ν
(
Z̃, µ∗

(
(p∗Xω

r
X)
∣∣
Z

))
= ν(X,ωrX).
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Since ν(L) = ν(Lr), for any line bundle L and integer r 6= 0, we have

ν(X,ωX) = ν(X,ωrX) = ν
(
Z̃, µ∗

(
(p∗Xω

r
X)
∣∣
Z

))
= ν

(
Z̃, µ∗

(
(p∗Y ω

r
Y )
∣∣
Z

))
≤ ν(Y, ωrY ) = ν(Y, ωY ).

Due to symmetry of the situation, we have ν(Y, ωY ) ≤ ν(X,ωX), and hence ν(Y, ωY ) =

ν(X,ωX). �

For X a smooth projective k-variety, give a E• ∈ Db(X), there is a bounded com-
plex of locally free coherent sheaves V i ∈ Db(X) such that E• ∼= V• in Db(X). Then
we define the determinant bundle of E• to be the line bundle

(9.7.43) det(E•) :=
⊗
i

det(V i)(−1)i .

A direct computation shows that, for any line bundle L on X , we have

(9.7.44) det(E• ⊗ L) ∼= det(E•)⊗ Lrk(E•),

where rk(E•) :=
∑
i

(−1)i rk(Ei).

Proposition 9.7.45. Let P ∈ Db(X × Y ) and ΦX→Y
P : Db(X) → Db(Y ) a Fourier-Mukai

equivalence. If Supp(P) = X × Y , then both ωX and ωY are of finite orders.

Proof. Since ΦX→Y
P is an exact equivalence, its left adjoint and right adjoint func-

tors are isomorphic by Orlov’s representability theorem. In other words, we have
ΦY→X
P∨⊗p∗XωX [n]

∼= ΦY→X
P∨⊗p∗Y ωY [n], where n = dim(X) = dim(Y ). Applying this to the

skyscraper sheaf k(y) ∈ Db(Y ) supported at a closed point ιy : {y} ↪→ Y , we have

(9.7.46) ι∗yP∨ ⊗ ωX ∼= ι∗yP∨,

since dim(X) = dim(Y ). Taking determinant both sides, we have ω
rk(P∨y )

X
∼= OX ,

where P∨y = ι∗yP∨ ∈ Db(X). In fact, the functoriality of Chern classes gives rk(P∨y ) =

rk(P∨) = r (> 0), say, for all closed point y ∈ Y . Therefore, ωrX ∼= OX . Similarly, we
have ωrY ∼= OY . �

Proposition 9.7.47. Let X and Y be projective varieties defined over an algebraically closed
field k. Suppose there is an exact equivalence of categories Φ : Db(X) −→ Db(Y ). If X is
smooth then Y is smooth.

Proof. Let Ψ : Db(Y ) −→ Db(X) be an exact quasi-inverse of Φ. Then for any closed
point y ∈ Y and E ∈ Coh(Y ), we have

(9.7.48) Exti(OY,y, E) ∼= Exti(Ψ(OY,y),Ψ(E)).
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Since X is smooth, and Ψ(OY,y) and Ψ(E) are bounded, Exti(OY,y, E) 6= 0, for finitely
many i ∈ Z. Therefore, OY,y has finite homological dimension, and hence by a theo-
rem of Serre, OY,y is a noetherian regular local k-algebra; see [Mat89, Theorem 19.2,
p. 156] or [Sin11, Theorem 20.3.1, p. 252]. Since the set of all closed points of Y is
dense in Y , we conclude that Y is a regular k-scheme, and hence is a smooth k-
scheme, since k is algebraically closed; see [Har77, Example 10.0.3, p. 268]. �

Definition 9.7.49. (i) LetX and Y be two k-schemes with finitely many irreducible
components. A morphism of k-schemes f : X → Y is said to be birational if f
induces a bijection between the set of irreducible components of X with that of
Y , and for a generic point η ∈ X of an irreducible component of X , the induced
homomorphism of local rings OY,f(η) → OX,η is an isomorphism. Moreover, if
• f : X → Y is locally of finite type and Y is reduced, or
• f is locally of finite presentation,

then there are open dense subsets U ⊂ X and V ⊂ Y with f(U) ⊆ V and
f
∣∣
U

: U
'−→ V is an isomorphism.

A birational correspondence between X and Y is given by a k-scheme Z to-
gether with birational morphisms of k-schemes πX : Z −→ X and πY : Z −→ Y .
In particular, X and Y are birationally equivalent.

(ii) Two smooth projective k-varieties X and Y are said to be K-equivalent if there
is a smooth projective k-scheme Z and birational morphisms πX : Z → X and
πY : Z → Y such that π∗XωX is linearly equivalent to π∗Y ωY (i.e., π∗XωX ∼= π∗Y ωY ).

Remark 9.7.50. In some places people define X and Y to be K-equivalent if
there are birational projective morphisms πX : Z → X and πY : Z → Y of
k-schemes with Z normal such that π∗XKX and π∗YKY are Q-linearly equivalent
(i.e., π∗Xω

r
X
∼= π∗Y ω

r
Y for some integer r 6= 0); [BBHR09, Definition 2.74, p. 68].

(iii) Two smooth projective k-varieties are said to be D-equivalent if there is an exact
equivalence of categories F : Db(X)→ Db(Y ).

We have seen from Proposition 9.5.3 and Proposition 9.7.41 that D-equivalent
smooth projective k-varieties X and Y have the same

(i) (anti-canonical) Kodaira dimension:

kod(X) = kod(Y ) and kod(X,ω∨X) = kod(Y, ω∨Y ),

(ii) numerical Kodaira dimension: ν(X) = ν(Y ).

Question 9.7.51. Are two D-equivalent smooth projective k-varieties necessarily be
K-equivalent?

The answer is no!
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Example 9.7.52. TakeX = A to be an abelian variety and Y = A∨ the dual abelian va-
riety ofA. In this situation, both ωA and ωA∨ are trivial and thatA 6∼= A∨. Moreover, A
and A∨ being non-isomorphic abelian varieties, they are not birationally equivalent,
and hence are not K-equivalent. However, there is an exact equivalence of categories
ΦP : Db(A) → Db(A) given by the Fourier-Mukai functor with Kernel the Poincaré
bundle P on A× A∨ (see Theorem 9.8.11).

However, the next Proposition 9.7.55 due to Kawamata, shows that the above
question 9.7.51 has an affirmative answer when the varieties have maximal (anti-
canonical) Kodaira dimension.

Lemma 9.7.53 (Kodaira). Let X be a smooth projective k-variety. If kod(X) = dim(X)

(resp., kod(X,ω∨X) = dim(X)), then there is a smooth ample hypersurface H in X and an
integer `0 such that for any integer ` ≥ `0 there is an effective divisor D` in X such that
ω`X
∼= OX(H +D`) (resp., ω−`X ∼= OX(H +D`)).

Proof. We only work with the case kod(X) = dim(X); the case kod(X,ω∨X) = dim(X)

is similar. Let H ⊂ X be a smooth ample hypersurface (this exists by Bertini’s theo-
rem). The exact sequence

0 −→ OX(−H) −→ OX −→ ι∗OH −→ 0

induces an exact sequence of k-vector spaces

0 −→ H0(X,ω`X(−H)) −→ H0(X,ω`X) −→ H0(H,ω`X
∣∣
H

), ∀ ` ∈ Z .

Recall that the Kodaira dimension of L ∈ Pic(X) is an integer m such that the func-
tion ` 7−→ dimH0(X,L`) grows like a polynomial of degree m. Since kod(X) :=

kod(X,ωX) = dim(X) by assumption, the function h0(ω`X) grows like `dim(X). Since
dim(H) < dim(X), the function h0(ω`X

∣∣
H

) has smaller growth than that of h0(ω`X).
Therefore, for ` � 0 large enough, ω`X(−H) has a non-zero global section. Then
there is an effective divisor D ⊂ X such that ω`X(−H) ∼= OX(D), and hence

(9.7.54) ω`X
∼= OX(H +D) ,

with H a smooth ample hypersurface and D an effective divisor in X . �

Proposition 9.7.55 (Kawamata). Let k be an algebraically closed field. Let X and Y be
smooth projective k-varieties. If there is an exact equivalence F : Db(X) −→ Db(Y ) and
if kod(X) = dim(X) or kod(X,ω∨X) = dim(X), then X and Y are K-equivalent. More
precisely, there are projective birational morphisms

Z
πX

~~

πY

��
X Y
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with Z normal and π∗XωrX ∼= π∗Y ω
r
Y for some integer r > 0. If char(k) = 0, we can get Z

smooth such that π∗XωX ∼= π∗Y ωY .

Proof. We only work with the case kod(X) = dim(X); the case kod(X,ω∨X) = dim(X)

is similar. By Kodaira lemma 9.7.53, there is a smooth ample hypersurface H ⊂ X

and an integer `� 0 and an effective divisor D ⊂ X such that

(9.7.56) ω`X
∼= OX(H +D) .

As discussed before, by Lemma 9.7.9 there is an integer i and an irreducible compo-
nent Z ⊂ Supp(Hi(P)) that surjects onto X . Let µ : Z̃ −→ Z be the normalization.
Then by Lemma 9.7.24, there is an integer r > 0 such that

(9.7.57) π∗Xω
r
X
∼= π∗Y ω

r
Y ,

where πX := pX
∣∣
Z
◦ µ : Z̃ → X and πY := pY

∣∣
Z
◦ µ : Z̃ → Y .

We claim that, the morphism πY restricted to Z̃ \ π−1
X (D) is quasi-finite, i.e.,

(9.7.58) πY,D := πY
∣∣
Z̃\π−1

X (D)
: Z̃ \ π−1

X (D) −→ Y

is quasi-finite (i.e., fibers are finite sets of points). If not, then there is a point y ∈
Y and an irreducible curve C ⊂ Z̃ contained in the fiber π−1

Y (y) and not entirely
contained in π−1

X (D). Since πY (C) = {y}, we have

(9.7.59) deg
(
π∗Y ωY

∣∣
C

)
= 0 .

On the other hand, since the intersection πX(C) ∩D is at most a finite set of points,
using (9.7.56) we have

(9.7.60) ` · deg
(
π∗XωX

∣∣
C

)
= deg

(
π∗Xω

`
X

∣∣
C

)
≥ deg

(
π∗XOX(H)

∣∣
C

)
> 0 ,

where the last inequality holds becauseH is ample. Then combining (9.7.60), (9.7.59)
and (9.7.57), we get a contradiction. This proves our claim (πY is quasi-finite outside
π−1
X (D)).

Then the projection morphism pY : Z −→ Y is generically finite, and hence
dim(Z) ≤ dim(Y ). On the other hand, since pX : Z −→ X is surjective, dim(X) ≤
dim(Z). Since Db(X) ' Db(Y ), dim(X) = dim(Y ), and hence dim(Z) = dim(X).
Therefore, the correspondence morphisms πX : Z̃ −→ X and πY : Z̃ −→ Y are
generically finite and generically surjective. Then Corollary 9.7.30 ensures that, in
fact, we have constructed a birational correspondence

(9.7.61)
Z̃

πX

��

πY

��
X Y.
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Now in characteristic 0, it remains to show that, we can replace Z̃ with a smooth
projective k-scheme such that π∗XωX ∼= π∗Y ωY . Let’s give a sketch how to achieve this.
We already have an isomorphism π∗Xω

r
X
∼= π∗Y ω

r
Y , for some integer r > 0 (see (9.7.57)).

Since Z̃ is normal, its singular locus has codimension at least 2. Replacing Z̃ with a
desingularization p : Ẑ → Z̃ (here we are using that char(k) = 0), if required, from
the above birational correspondence in (9.7.61), we have

(9.7.62) p∗π∗XωX ⊗OẐ
(∑

i

aiEi
) ∼= p∗π∗Y ωY ⊗OẐ

(∑
i

biEi
)
,

where Ei are exceptional divisors with respect to πX ◦ p : Ẑ → X and πY ◦ p : Ẑ → Y ,
and ai, bi ∈ Z, for all i (see Lemma 9.7.64 below). Taking r-th tensor power in (9.7.61)
and using the isomorphism p∗π∗Xω

r
X
∼= p∗π∗Y ω

r
Y , we have

(9.7.63) OẐ
(∑

i

r(ai − bi)Ei
) ∼= OẐ .

Therefore, it suffices to show that if
∑
i

αiEi is linearly equivalent to the zero divisor

in Ẑ, then αi = 0, for all i. In our setup, αi = r(ai − bi), and their vanishing would
give ai = bi, for all i, and hence p∗π∗XωX ∼= p∗π∗Y ωY by (9.7.62), completing the proof.

Note that, outside the union of pairwise intersections of distinct exceptional di-
visors, they can be contracted at once. For the sake of simplicity, we assume that
there is a single contraction Ẑ −→ X which contracts all Ei’s together. Suppose that,∑
i

αiEi is linearly equivalent to the zero divisor; i.e.,OẐ(
∑
i

αiEi) ∼= OẐ . Assume that

αi < 0 for i ≤ m and αi ≥ 0 for all i > m. We may assume that m > 0, otherwise

change the signs by dualizing. Let s ∈ H0
(
Ẑ,OẐ

(
−

m∑
i=1

αiEi
))

be the section van-

ishing to order −αi along the divisors Ei, for all i = 1, . . . ,m. Then for a trivializing
section t of OẐ

(∑
i

αiEi
)
, the product s ⊗ t is a section of OẐ

( ∑
i≥m+1

αiEi
)

vanishing

along Ei for all i ≤ m.

Now by contracting the exceptional divisors Ei, for i ≥ m + 1, we see that any
two sections of OẐ

( ∑
i≥m+1

αiEi
)

give rise to two functions on the complement of a

closed subset of X of codimension ≥ 2, which by Hartong’s theorem, differs by a
scalar multiplication. Therefore, OẐ

( ∑
i≥m+1

αiEi
)

admits only one global section, up

to scalar multiplication, namely the one which vanishes only along Ei of order αi,
for all i ≥ m + 1. Since the section st, as constructed above, is different from this
section, we get a contradiction. Similarly, for positive αi’s, taking dual, we can make
them negative, and similarly get a contradiction. This shows that all αi’s are zero,
and completes the proof. �
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Lemma 9.7.64. If we have a morphism of smooth projective k-varieties f : X → Y of the
same dimension, which is birational, then ωX ∼= f ∗ωY ⊗ OX(D), for some effective divisor
D on X .

Proof. Since f is unramified over an open (and hence dense) subset of Y , there is a
short exact sequence

0→ TX
df→ f ∗TY → Nf → 0,

where Nf is the normal sheaf supported on the ramification divisor of f . Dualizing
it, we get

0→ f ∗Ω1
Y → Ω1

X → Ext1(Nf ,OX)→ 0,

where Ext1(Nf ,OX) is again supported on the ramification divisor of f . Taking the
n-th exterior power, where n = dim(X) = dim(Y ), we get the required identity. �

Remark 9.7.65. (1) Proposition 9.7.55 says that if X and Y are D-equivalent smooth
projective varieties defined over an algebraically closed field of characteristic zero with
maximal Kodaira dimension or maximal anti-canonical Kodaira dimension (i.e., ei-
ther kod(X) = dim(X) or kod(X,ω∨X) = dim(X)), (these happens for example
when ωX or ω∨X is ample), then X and Y are K-equivalent.

(2) However as discussed in Example 9.7.52, if we remove the condition of “max-
imal Kodaira dimension” or “maximal anti-canonical Kodaira dimension”,
then the Proposition 9.7.55 fails.

(3) Even if X and Y are birational D-equivalent smooth projective k-varieties,
they may not be K-equivalent (see [Ueh04]).

Conjecture 9.7.66. Let X and Y be two smooth projective k-varieties. If X and Y are K-
equivalent, then they are D-equivalent (i.e., there is an exact equivalence Db(X)

'→ Db(Y )).

For birationally equivalent smooth projective varieties defined over an algebraically
closed field of characteristic 0 and with maximal Kodaira dimension (or maximal
anti-canonical Kodaira dimension), one may expect

D-equivalent⇐⇒ K-equivalent.

As a corollary to Kawamata’s result (Proposition 9.7.55), we get an alternative
proof of Bondal-Orlov’s reconstruction theorem.

Corollary 9.7.67. Let k be an algebraically closed field. Let X and Y be smooth projective
k-varieties. Let F : Db(X) −→ Db(Y ) be an exact equivalence of categories. If ωX is ample
or anti-ample, then X and Y are isomorphic as k-schemes.

Proof. Suppose that ωX is ample. Then kod(X,ωX) = dim(X). By Orlov’s repre-
sentability theorem (Theorem 9.1.28), F ∼= ΦX→Y

P , for some P ∈ Db(X × Y ) unique
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up to isomorphism. Let Z ⊂ Supp(P) be the unique irreducible component which
dominates Y (see Corollary 9.7.30). Let Z̃ → Z be the normalization, which is a finite
morphism. From the proof of Proposition 9.7.55, we have birational morphisms πX
and πY (see the diagram below)

(9.7.68)

X

Ẑ
p // Z̃

πX
//

πY //

µ // Z �
� // X × Y

pY
##

pX

;;

Y

such that π∗Xω
r
X
∼= π∗Y ω

r
Y , for some r > 0, over Z̃. If C ⊆ Z̃ is an integral smooth

curve over k such that πY (C) is a point in Y , then (π∗Xω
r
X)
∣∣
C
∼= (π∗Y ω

r
Y )
∣∣
C
∼= OC . But

πX
∣∣
C

: C → X being non-constant, (π∗Xω
r
X)
∣∣
C

is ample — a contradiction. Therefore,
πY : Ẑ −→ Y is a quasi-finite birational morphism with connected fibers and hence
is an isomorphism. Then we have a birational morphism of smooth projective k-
varieties f : Y ∼= Z −→ X with f ∗ωrX ∼= ωrY . We show that f is an isomorphism.

Consider the exact sequence

(9.7.69) f ∗ΩX
df−→ ΩY −→ ΩY/X −→ 0.

Note that df is injective because it is injective at generic point and f ∗ΩX is locally free.
Then ΩY/X is torsion free coherent sheaf supported on a closed subscheme Y ′ $ Y ,
which is the zero locus of the homomorphism det(df) : det(f ∗ΩX) → det(ΩY ). Then
det(df)r is a global section of (ωY ⊗ f ∗ω∨X)r ∼= OY vanishing on Y ′ $ Y . Therefore,
Y ′ = ∅, and hence ΩY/X = 0. Therefore, f is smooth of relative dimension 0, and
hence is an isomorphism (being birational).

When ω∨X is ample, kod(X,ω∨X) = dim(X), and the same proof works. �

9.8. Fourier-Mukai functor for abelian varieties. Let k be an algebraically closed
field of characteristic zero. In this subsection we prove the following.

Theorem 9.8.1. Let A be an abelian variety over k. Then there is an exact equivalence of
categories ΦP : Db(A) −→ Db(A∨) given by the Fourier-Mukai functor with Kernel the
Poincaré bundle P on A× A∨.

To prove this, we use the following result due to Bondal and Orlov to check fully
faithfulness of an integral functor. Let X and Y be smooth projective k-varieties. Fix
an object P ∈ Db(X × Y ), and consider the integral functor (with kernel P)

(9.8.2) ΦX→Y
P : Db(X) −→ Db(Y ).



Page 122 of 126 Notes on derived category

Then we have the following.

Theorem 9.8.3 (Bondal-Orlov). The integral functor ΦP : Db(X) −→ Db(Y ), with kernel
P ∈ Db(X × Y ), is fully faithful if and only if for any closed points x1, x2 ∈ X and any
integer i, we have

Hom(ΦP(k(x1)),ΦP(k(x2))[i]) =

 k, if x1 = x2 and i = 0 ,
0, if x1 = x2 and i /∈ {0, 1, . . . , dimk(X)} ,
0, if x1 6= x2 and i ∈ Z .

Proposition 9.8.4. With the above notations, a fully faithful integral functor

ΦP : Db(X) −→ Db(Y ),

with kernel P , is an equivalence of categories if and only if

dim(X) = dim(Y ) and P ⊗ p∗XωX ∼= P ⊗ p∗Y ωY .

Next we need the following result from abelian variety. LetA be an abelian variety
over k. It is easy to see that A is a commutative group variety over k. For a ∈ A, let
ta : A→ A be the translation by a morphism b

ta7−→ ab, for all b ∈ A. Let

(9.8.5) Pic0(A) = {L ∈ Pic(A) : t∗aL
∼= L, ∀ a ∈ A}

be the group of all isomorphism classes of translation invariant line bundles on A.
It is a well-known fact that L ∈ Pic0(A) if and only if m∗L ∼= p∗L ⊗ q∗L, where
m : A × A → A is the multiplication morphism and p, q : A × A → A are the
projection morphisms onto the first and second factors, respectively. One can check
that, for L ∈ Pic0(A), we have ι∗L ∼= L−1, where ι : A → A is the inversion map
a 7→ a−1.

Lemma 9.8.6. If L ∈ Pic0(A) with L 6∼= OA, then H i(A,L) = 0, for all i.

Proof. First note that H0(A,L) = 0. If not, then a non-zero section s ∈ H0(A,L)

produces a non-zero section ι∗s of ι∗L ∼= L∨, where ι : A → A is the inversion map,
and then L being non-trivial by assumption, both s and ι∗s vanishes along a non-
trivial effective divisor and so does their tensor product s ⊗ ι∗s ∈ H0(A,L ⊗ L∨) =

H0(A,OA), which is a contradiction.

Let ` = min{i : H i(A,L) 6= 0}. Since L ∈ Pic0(A), we have m∗L ∼= p∗L⊗ q∗L. Now
by Künneth formula, we have

(9.8.7) H`(A× A,m∗L) =
⊕
i+j=`

H i(A,L)⊗Hj(A,L).

Since the composite morphism

A
(IdA,e)−→ A× A m−→ A
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is the identity map on A, the pullback map

(9.8.8) H`(A,L) −→ H`(A× A,m∗L)

is injective. But by assumption on `, all the terms on the right hand side of the
Künneth decomposition are zero, and henceH`(A×A,m∗L) is zero, whileH`(A,L) 6=
0 by assumption. This contradicts injectivity of (9.8.8). Thus H i(A,L) = 0, ∀ i. �

Let A be an abelian variety over k. The points of its dual variety A∨ should param-
etrize points of Pic0(A); this is defined as follow. Let A∨ be an algebraic variety over
k and let P be an invertible sheaf on A× A∨ such that

(i) P
∣∣
A×{b} ∈ Pic0(Ab), where Ab := A× {b}, for all b ∈ A∨, and

(ii) P
∣∣
{0}×A∨

∼= OA∨ .

The k-variety A∨ is called dual abelian variety of A and P the Poincaré sheaf on A× A∨
if the pair (A∨,P) satisfies the following universal properties: given any k-variety T
and an invertible sheaf L on A× T satisfying

(I) L
∣∣
A×{t} ∈ Pic0(At), where At := A× {t}, for all t ∈ T , and

(II) L
∣∣
{0}×T

∼= OT ,

there is a unique morphism of k-varieties α : T → A∨ such that (IdA×α)∗P ∼= L on
A× T . The variety A∨ is also known as the Picard variety of A.

Remark 9.8.9. (i) It follows from the above universal property (see (I) and (II)) that
the pair (A∨,P), if it exists, is unique up to unique isomorphism.

(ii) If (A∨,P) is the Picard variety over k with Poincaré sheaf P on A×A∨, then for
any field extensionK/k of the base field k, the pair (A∨×Spec(k) Spec(K),P⊗kK)

is the Picard variety of AK := A×Spec(k) Spec(K).
(iii) For any k-variety T , we have

Hom(T,A∨) = {invertible sheaves L on A× T satisfying (I) and (II)}/∼,

where two such invertible sheaves L and L′ on A× T are declared to be equiv-
alent if there is an invertible sheaf L on T such that L′ ⊗ L−1 ∼= π∗TL, where
πT : A× T −→ T is the projection morphism onto the second factor. In particu-
lar, every element of Pic0(A) appears exactly once in the family {Pb : b ∈ A∨(k)}.

(iv) One can show that, there is a canonical isomorphism of k-vector spaces

H1(A,OA)
'−→ T0A

∨;

in particular, dim(A) = dim(A∨).

A divisorial correspondence between two abelian varieties A and B is given by an
invertible sheaf L on A× B such that L

∣∣
{0}×B

∼= OB and L
∣∣
A×{0}

∼= OA. If we denote
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by s : A×B → B ×A the switch map given by (a, b) ∈ A×B 7→ (b, a) ∈ B ×A, then
pullback s∗L of a divisorial correspondence L is again a divisorial correspondence.
Then we have the following (see Mumford’s abelian variety book).

Theorem 9.8.10. If L is a divisorial correspondence between A and B, then the following
are equivalent:

(i) (B,L) is the dual of A,
(ii) L

∣∣
A×{b}

∼= OA =⇒ b = 0,
(iii) L

∣∣
{a}×B

∼= OB =⇒ a = 0,
(iv) (A, s∗L) is the dual of B.

As a corollary, we get an isomorphism A ∼= A∨∨.

Theorem 9.8.11. Let A be an abelian variety over k, and A∨ be its dual abelian variety. Let
P ∈ Vect(A× A∨) be the Poincaré bundle on A× A∨. Then the integral functor

(9.8.12) ΦP : Db(A∨) −→ Db(A)

with kernel P is an equivalence of categories.

Proof. Let α, β ∈ A∨ be closed points. Then by property of the Poincaré bundle P ,
we see that

(9.8.13) ΦP(k(α)) ∼= Pα and ΦP(k(β)) ∼= Pβ
are the line bundles on A defined by α and β, respectively. Then Exti(Pα,Pβ) =

H i(A,P∨α ⊗ Pβ). Therefore, Exti(Pα,Pβ) = 0 for all i /∈ {0, 1, . . . , dim(A)}. Moreover,
for i = 0 and α = β, we have Ext0(Pα,Pα) = End(Pα) ∼= k, since line bundles are
stable and hence simple. Therefore, it is enough to show that Exti(Pα,Pβ) = 0 for
α 6= β and all i. But in this case, Pα and Pβ being non-isomorphic line bundles in
Pic0(A), by Lemma 9.8.6 we have H i(A,P∨α ⊗ Pβ) = 0. Hence the theorem follows
from Theorem 9.8.3 and Proposition 9.8.4. �

Remark 9.8.14. In fact, with little more effort, one can show that the composite mor-
phism

(9.8.15) Db(A∨)
ΦP−→ Db(A)

ΦP−→ Db(A∨)

is isomorphic to ι∨∗ ◦ [d], where ι∨ : A∨ → A∨ is the inversion morphism of the dual
abelian variety A∨, and d = dim(A).
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